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Project Management practice leverage concepts and models that try to maximize assessment 

accuracy with regards to effort and resource consumption. A central aspect is analysis of project 

complexity. The higher the complexity, the higher the cost and resource usage and risk. In this 

article, we define project complexity classes and propose models for estimating those. Key factors 

that drive complexity have the utmost importance. Ultimately, guidelines on translating project 

complexity into cost and duration estimation are established. 
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 Defining the concept of complexity 

The objective of this article is to study the 

complexity of computer systems in order to 

build models that are used to increase the 

performance of measurement tools used during 

the implementation of projects. 

Similar to a set, complexity should be 

considered a primary notion, and its 

clarification should be done using examples. 

Everything that is subjected to analysis must be 

first taken as a whole, consisting of 

interdependent components. Its components are 

either different or of the same type. The links 

between the components are more numerous or 

less numerous. The intensity of interactions is 

either more intense or less intense. Everything 

that is the subject of analysis must be assessed 

by structure and number of components, 

diversity of components, and links between 

components. 

Projects in general and IT projects in particular 

are characterized by high complexity due to the 

following: high degree of unknown in terms of 

requirements for features that need to be 

implemented (requirements are most often 

incomplete), the diversity of activities involved 

in the implementation, the number of different 

types of raw materials used, the dynamics and 

intensity of the financial flows, high probability 

of risks occurring at all stages of development, 

the effects of decisions taken throughout the 

implementation cycle, reliance and dependency 

on subcontractors, and variations between what 

was planned and what was actually achieved. 

Once we are able to fully comprehend 

complexity and once we are able to define it as 

a quality characteristic of the entity that’s being 

analyzed, the next steps are: identify relevant 

factors that influence it, establish a set of 

exogenous variables, build models of 

complexity, and use of complexity in 

developing estimates. 

All completed, ongoing or future projects are 

classified according to complexity in simple 

projects, medium complexity projects, high 

complexity projects and very high complexity 

projects. 

If building a house is considered to be a simple 

project, building a four-story building is 

considered to be a medium complexity project, 

building a block of flats with related 

infrastructure is considered to be a project of 

high complexity, then the project aimed at the 

construction of an Olympic village with hotels, 

gyms, stadiums, swimming pools, athletics 

tracks and many other facilities, will be 

considered a project of very high complexity. 

The same is true for IT projects. There are 

simple projects that consist of source code of 

several thousand lines, implemented by a team 

of no more than five programmers. Very 

complex projects are those carried out by teams 

of at least 100 high-class professionals, in 

which the number of modules exceeds the order 

of thousands and for the implementation of 

which advanced technologies are used and 

quality management is mandatory. 

Computed complexity of the IT project is 

obtained by aggregating the data actually 

measured during the project life cycle. 

1 

mailto:ivan@ase.ro


Informatica Economică vol. 25, no. 4/2021  11 

 

Predicted complexity is obtained using 

specially constructed models in which it must 

be specified as input data, the number of types 

of resources, the volumes of activities, the 

acceptable level of risk, but also other variables. 

Hypotheses are constructed to which predicted 

levels of complexity are associated. 

Planned complexity is the result of analyzing 

the existing resources and adjusting the 

objectives so that the planned resources 

required to carry out the project match as much 

as possible in terms of availability of the 

existing resources, so that the probability of 

stockouts is kept under control. 

IT projects stand out from all other projects in 

that: the share of salaries in the total cost 

estimate is over 80%, high qualified workforce 

is required, reusing components is manageable 

to a high degree, the dynamics of the moral 

wear and tear of the technologies used are 

accelerated, and it all depends on the project 

management methodology and the way it’s 

implemented. 

There needs to be proper differentiation made 

based on when planning or measuring or 

predicting levels of complexity and what 

conclusions need to be drawn when there are 

significant differences between predicted levels 

and measured levels, and also the decisions that 

IT project managers need to make. 

 

2. Factors of complexity 

In the case of any entity whose complexity is 

the subject of analysis, components, 

functionalities and links between them need to 

be identified. The complexity of an entity 

depends on: how comprehensive the 

requirements are defined or how complete the 

design of that entity is, number of component 

types, number of components in each type, 

number of feature types, number of types of 

interactions, number of resource types, volume 

of resources, quality of resource, reliance on 

other projects, and the risks that were accounted 

for. 

The complexity of IT projects is influenced by 

factors such as: 

● NSI - the number of integrated services, by 

degrees of complexity. The number of 

integrated services result from activities 

such as the evaluation and identification, 

applicable especially in the case of IT 

integration projects (SOA). In practice, it is 

advisable to define an analysis stage to be 

carried out separately and a priori in relation 

to the execution project itself for which the 

complexity is analyzed. Each service is 

identified and assigned a degree of 

complexity depending on a number of 

features. (i.e. number of integrated 

applications, interface type - synchronous, 

asynchronous - number and type of 

processed messages, etc.) 

● NAD - number of distinct activities. The 

number of distinct activities result from the 

project methodology applied to the project 

type. Thus, for a given project type, there 

will be an estimation model that includes a 

set of standard activities (Work Breakdown 

Structure (WBS)) to which a certain level of 

implementation effort will be associated 

depending on the complexity of the project 

itself. 

● NR - number of roles. The estimation model 

includes – in addition to the standard set of 

activities – the roles that perform those 

activities, standard role and being of key 

importance in estimating the cost of project 

execution. 

● NL - number of workers. Each role will be 

provided as ‘consumed’ by the execution of 

an activity in a given ‘quantity’, depending 

on the existing capacity for human resource. 

To simplify, for example, implementing the 

source code for a functionality provided 

with an estimated effort of 10 man-days can 

take 10 days for one developer and 5 days 

for two developers. Allocating a larger 

number of workers is usually done to 

accommodate more ambitious deadlines, 

but being conditioned by the availability of 

human resources (the availability of the 

required number of developers, in our 

example).  

● EE - estimated effort. The effort is 

measured in man-hours or man-days and 

results directly from the estimation models 

developed in the case of an actual project, 

each activity being associated with an 

estimated effort depending on the 
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complexity of the activity. By dividing the 

effort associated with an activity (man-

hours) by the number of workers (NL), the 

duration of that activity is determined. For 

example, dividing 10 man-days (EE) by 2 

people (NL) the result is 5 days. Instead, by 

multiplying with the cost of one worker per 

day, the cost of performing that activity is 

determined. 

● EM - measured effort. The calculation is 

similar, mathematically speaking, to the 

estimated effort (EE) with the distinction 

that it is measured after the completion of 

the activity in question.  

● DE - estimated duration. Calculated as EE / 

NL, measured in days or hours. 

● DM - measured duration. Calculated as EM 

/ NL measured in days or hours. 

● DM - measured duration of a project 

If a project is viewed as a structured entity, the 

complexity study includes the number of 

components and the number of connections 

between components. 

When the study of complexity needs to be taken 

further, diving deeper into details is required 

and as a consequence the following need to be 

defined: number of component types, the 

number of components of each type, number of 

link types, and the number of links in each type. 

If the requirements are not fully known or 

available, the study of complexity may consider 

one or more scenarios, documenting a set of 

assumptions that may be validated or not, 

depending on what additional details emerge as 

more data becomes available with the progress 

of the project itself. 

Complexity is usually studied for entities of 

different natures, because the problem of 

resource allocation is solved differently from 

one type of entity to another, but the 

comparability of complexities must be made 

and that is why it needs to consider those 

influencing factors that are found in each case. 

 

3. Complexity models 

It is interesting to construct models of 

complexity which ultimately by replacing the 

variables with measured numerical values for 

the studied entities, lead to obtaining numerical 

values, used in comparing entities, in accepting 

the levels of resource allocation and setting 

deadlines. 

An IT project should be seen as a finished 

software product, consisting of components, 

often called modules, to which databases are 

attached. 

A program consists of instructions. If the 

program or subprogram is regarded as a graph 

in which each instruction is associated with a 

node and the direction of execution of the 

instructions is associated with an arc, it will be 

noticed that there are programs or subprograms 

with graphs associated with several nodes and 

several arcs, respectively, there are graphs with 

fewer nodes and fewer arcs. 

For lines of code whose instructions are 

executed one after the other, corresponding to a 

linear sequence, the associated graph has n 

nodes I1, I2, I3, …, Im-1, Im, linked by n arcs, 

graph shown in Figure 1. In this scenario n = m 

- 1. 

 
Fig. 1. Sequential code graph 

 

If a three-tier Web application, in which the 

components are accessed sequentially, and the 

return values from any component is done only 

in the module of the root component, which is 

the R root node, we get as a result the graph 

depicted by the structure type shown in figure 

2. 

 

 
Fig. 2. Web application sample graph 

 

On the second level we have the components A, 

B and C, and on the third level we have the 

components A, E, F, G, H, I and J. The Web 

application under consideration has 11 nodes, 

10 arches that ensure the transition from the 

upper to the lower levels and another 10 arches 

that ensure the return from each node of the tree 

to the R root node. 

In graph theory there is a C indicator, called the 
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cyclomatic number associated with the graph, 

defined by the formula [10]: 

C = N - M +2, 

where N is the number of arcs in the graph, and 

M is the number of nodes in the graph. 

In the particular case of the linear graph C = 1, 

which means that no matter how many nodes 

such a graph has, its cyclomatic number is the 

same. 

In [10] the cyclomatic number corresponds to 

the complexity of a program, by means of its 

associated graph. Today's software projects are 

multi-component constructions, and the graphs 

associated with them highlight differences in 

complexity, especially because the desire to 

meet customer requirements to higher degree 

increases the number of connections between 

components, which in turns leads to a 

considerably increased number of arcs in the 

graph associated with the project. 

In modern mathematics, information has been 

studied using quantitative methods, and the 

resulting indicators to measure entropy and 

diversification have led to the concept of 

software science and the complexity of the CS 

software, which is depicted by the formula [6]: 

CS = f log2(f) +g log2(g), 

where f is the number of different operands, and 

g - the number of different operators. 

Programs written in different programming 

languages define operator lists that include, in 

addition to known operators, executable 

instructions. Operands can be counted either on 

definition or when they are used, the basic idea 

is for their number to be correct. There are 

programs that calculate the Halstead 

complexity of programs written in different 

programming languages. It is particularly 

important in establishing the hypothesis used in 

counting operands and operators to see if the 

complexities of some programs are 

comparable, calculating with various publicly 

available applications, which were provided as 

input with text files containing lines of code and 

which results in the CS complexities of the 

analyzed programs. 

Starting from the idea that the executable 

instructions are different from each other and 

operands also differ, especially if dynamic 

memory allocation is considered, [1], [2], [3] 

two indicators were introduced: 

CG = ∑𝑘ℎ=1 fh log2(fh) and  

CR = CG/(h1+h2+…hk)log2(h1+h2+…hk) 

These two indicators for measuring complexity 

are used for the indicators in table 1 in which 

data on several projects were collected. If we 

consider the following types of projects. 

Experience shows that IT projects that involved 

higher resource consumption also proved to be 

projects with higher levels of complexity. 

 

Table 1. Categories of collected data related to IT projects 
# Project type Standard activities Complexity factors 

#1 SOA DDI (SOA Design 

Development and 
Integration) 

1. Solution Architecture 

2. Macro design 
3. Detailed Design 

4. Unit Implementation and Testing 

5. System Integration and Acceptance Testing 
6. Post-Production Support (Hypercare) 

a) Number of Services 

b) Complexity Distribution (Simple / 
Medium / Complex) 

#2 Custom Development 

(AD) 

1. Architecture Solution 

2. Macro design 

3. Detailed Design 
4. Build / Release Cycles 

5. Deploy 

6. Hypercare 

a) Use Cases number (User Stories) 

b) Complexity Distribution (Simple / 

Medium / Complex) 

Today's IT projects requires a new approach to 

assessing complexity as there are no longer any 

boundaries in terms of measuring of how these 

projects are carried out, because the process of 

automatic data acquisitions increases the scope 

of the parameters that define, from a 

quantitative view, all the elements that 

contribute to the development of each project. 

Moreover, there are now tools that allow all 

measurements to be made on software and 

database products, but also data acquisition on 

the behavior of each component and how 

customers interact with the various components 

of computer systems, regardless of their 
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complexity. 

The absence of information for the construction 

of complexity models is no longer invoked in 

any form. Same applies for their validation in 

order to be used effectively by developers, 

investors and especially by clients as users [16], 

[17]. 

 

4. Use of complexity models 

If in the past, handling complexity in computer 

science was limited to software products, 

namely to source code, in the present the 

approach is completely different. IT projects 

fall into several categories, some tackle the 

development of new applications, others handle 

the integration of components and a third 

category deals with customization. For the three 

types of projects there are particularities that 

require differentiated approaches when it 

comes to resource allocation [4], [15]. 

Therefore, a model for IT projects complexity 

must consider factors such as: number of 

integration services, number of distinct 

activities, number of roles, number of workers, 

estimated effort, actual measured effort, 

estimated duration and measured duration. 

There are several ways to analyze the 

importance of the influence of these factors, but 

factorial analysis in statistics, for which there is 

also a software package already implemented, 

provides sufficient information. It only takes a 

consistent set of data to get a ranking of the 

factors.  

Assuming that the factors already listed are 

essential in the study of the complexity of IT 

projects, the model following model is 

submitted: 

CPI = a0 + a1*NSI + a2*NAD + a3*NR + a4*NL 

+a5*EE + a6*EM + a7*DE + a8*DM  

The linear model associated with the 

complexity of IT projects is an aggregate 

indicator that has the sensitivity and non-

catastrophic properties, but which is 

compensatory, which makes sometimes very 

different projects to have the same complexity. 

Because of the fact that there are now databases 

that store information on the progress of many 

projects, for each class of projects a separate 

estimation of the coefficients can be undertaken 

as a0 to a8 and the complexity of a project is 

estimated using strictly the estimated 

coefficients of the class to which the project 

belongs. 

When estimating the coefficients of the linear 

model of complexity, a table is built with the 

columns associated with the variables NSI, 

NAD, NR, NL, EE, EM, DE, DM, to which is 

added a measurement of CG complexity. If the 

CG Complexity is actually measured for 

projects already in use after they have been 

implemented, the CPI complexity will be used 

in making estimates to estimate the costs, time 

and effort required to carry out IT projects. 

The only prerequisite is to record in the 

databases the historic data of each IT project, 

using techniques and methods to ensure data 

homogeneity and comparability [5], [12]. 

If over time there are too large differences 

between the estimated levels given by the 

implemented models and the levels recorded 

after the implementation of a project, it means 

that the techniques and methods of IT project 

development have evolved a lot, and the new 

projects implemented have less in common 

with the projects used in making estimates of 

the coefficients from a0 to a8 of the linear model. 

Consequently, a new set of data will be 

constructed using existing records in the 

databases, for the newly implemented IT 

projects and when using a statistical software 

product to estimate the coefficients of the linear 

regression model using the least squares 

method. 

In [15] we have details on the construction of 

other model structures for estimating 

complexity, as well as their refining, in order to 

simplify the models as a number of operators 

and to reduce the number of variables as long 

as the models remain representative. 

[13] and [14] present practical details on the 

construction, use and quality assessment of an 

aggregation model similar to the one presented 

in the current paper for measuring the aggregate 

complexity of IT projects. 

Changing the paradigm of resource planning 

and allocation for the implementation on an IT 

project is of particular importance because the 

premises are created to compare the estimated 

levels of resources required for the project, with 

the level actually available or with the predicted 
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level either in a scenario of moderate optimism 

or in a pessimistic scenario. In the context in 

which a computer project today is considered 

an investment, the estimated complexity is 

necessary for the investor to see if he has the 

capacity to mobilize financial resources to 

finance the project, to the developer in order to 

see if he has the material and human resources 

to undertake the project and, last but not least, 

to users, to see if by accessing features they 

maximize their satisfaction in solving problems 

[8], [9] . 

 

5. Conclusions 

Complexity is a very important indicator in 

establishing the set of characteristics necessary 

in the evaluation of an IT project, because 

complexity influences the cost of the project, its 

duration, the size of the resources that are 

involved and the size of the risks to which 

investors, developers and even its users are 

exposed to. 

Prospects for improving models for estimating 

and measuring complexity, the quality of the 

processes for estimating the coefficients of 

these models, are good, thanks to the efforts of 

all those that in the development of IT projects 

are involved in storing data about everything 

that happens throughout the implementation 

cycle. The existing tools allow the extraction 

from inhomogeneous databases of the essential 

indicators that define IT projects in order to 

compile the data sets necessary for the periodic 

estimates for the distinct types of IT projects, 

[11]. Moreover, using the algorithms to 

redefine the sub-intervals associated with the 

types of projects, updates will be obtained that 

will give a correct view of what a project of a 

certain class of complexity now means, 

compared to the exact same class of complexity 

a few years ago or a few decades ago. For 

example, a program with 300 lines of code in 

the COBOL language meant that it has medium 

complexity, and now a C# program with the 

same number of lines of code is a very low 

complexity program. 

The complexity of IT projects is considered to 

be an open topic, scientific research still has 

many paths to follow, and the expected results 

are estimated to be among the most interesting 

and useful in project management in general 

and in IT project management in particular. 
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