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The main objective of the current paper is to develop and validate an algorithm focused on 

automatically indexing YouTube e-learning resources about a certain domain of interest. After 

identifying the keywords specific to the desired domain, a web crawler is developed for evalu-

ating video resources (from the YouTube platform) in terms of relevance for that domain. Once 

the most relevant video resources are found, they are indexed with the usage of a NER engine 

applied on their transcripts. In this manner, semantic queries can be used further in order to 

find exactly the needed information inside these multimedia resources. The crawler will repeat 

the indexing process daily in order to maintain the repository of semantically indexed videos 

up to date. The final chapter presents the obtained results together with the validation of the 

model. 
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Introduction 

YouTube is arguably one of the largest e-

learning resource of humankind. With 300 

hours of video content uploaded to the plat-

form every minute [1], no one knows how 

deep the information about a certain topic can 

be buried between a wide range of meaning-

less videos. To make things even worse, most 

of the information present on the platform is 

available in video format only, without cap-

tions or any other form of searchable content. 

The problem that raises from here is how can 

one search and watch interesting videos about 

a certain topic only, without being flooded 

with unwanted or distracting videos. Having 

in consideration that the platform’s declared 

main scope is to increase the watch time [2], 

it is uncertain when and how will Google in-

troduce a feature into their platform in the near 

future that will resolve the problem. 

One solution could be the usage of the existing 

search feature of the platform and the addition 

of one or more filtering layers that can extract 

and rank only the desired videos for a specific 

topic. 

In order to do this, this paper proposes a key-

word-based search approach for finding the 

top most interesting videos for each and every 

key term related to the desired topic. Then, for 

each video, the captions are extracted (if they 

are present) or generated (as show in [3]). The 

DBpedia Spotlight algorithm [4] is used fur-

ther for extracting the entities from the text 

and the results are saved into a Microsoft Az-

ure Cosmos DB database. This cloud database 

was chosen because it is ranked as the second 

fastest graph database and the optimal option 

for saving large semantic data [5]. 

The indexing process presented above is re-

peated daily, with the search for newly added 

videos and their semantic indexing. The re-

sults of the proposed algorithm are presented 

either in a classic format as in the YouTube 

platform, either in a graph format which high-

lights the relationships between videos and the 

grade of their relevance to the searched terms 

or entities. 

 

2 Related Work 

A similar approach for e-learning video re-

sources indexing was conducted by the author 

in his PhD thesis [6]. However, the current 

work differs by certain stages of data pro-

cessing from the previous work. Paper [6] had 

used a manual data input scheme and the de-

veloped platform needed an administrator in 

charge with adding new e-learning resources. 

The current approach uses a keyword-based 

web crawler for automatically adding new 

data into the platform in order to be processed. 

Another distinction is given by the multi-lan-
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guage support of the current algorithm. Be-

cause the captions are generated, if they are 

not present on the YouTube platform, they can 

be easily translated into English in order to 

perform the entity recognition. After this step, 

as long as the users search for entities that 

have correspondents in English, the language 

of the video doesn’t matter anymore from the 

algorithm’s point of view. This was a limita-

tion of the previous work, resolved in this ver-

sion of the algorithm. A short literature review 

is presented below. 

Paper [7] proposes a framework for video se-

mantic recognition with the usage of super-

vised and semi-supervised machine learning 

models. However, the paper is focused rather 

on feature extraction, based on the visual com-

ponent of the multimedia content, than on the 

cognitive content per se. 

Even though in [8] the authors are using an 

Web Ontology Language (OWL)-based ontol-

ogy for semantic content analysis, the main 

focus remains on feature extraction, not on 

knowledge extraction. 

A research closer to the current work is [9] 

where unsupervised machine learning algo-

rithms are used to classify different videos 

from the Dailymotion website coming from 9 

different channels with the usage of Named 

Entity Recognition (NER). Nevertheless, the 

final scope is to improve the classification of 

the videos rather than to extract and further 

use the content. 

The closest research paper to the this one is 

[10] where Natural Language Processing 

(NLP) techniques are used to extract certain 

entities from YouTube videos. The main dis-

advantage of the model presented in [10] is 

that it can be used by experienced users only 

via the SPARQL Protocol and RDF Query 

Language (SPARQL) endpoint or by connect-

ing it to the Linked Open Data (LOD) cloud. 

To summarize, the added value of the current 

paper consists in the overall data flow be-

tween the different components, that allows 

the automatic indexing of the multimedia e-

learning resources from the YouTube plat-

form, the final scope being further access to 

the indexed resources by non-technical users. 

 

3 The web crawler 

The first step of the developed algorithm is the 

automatic crawling of the newly added 

YouTube videos for a specific domain of in-

terest. For the scope of this paper, entrepre-

neurship was chosen as the main topic. The 

YouTube Data API [11] is used to perform 

search queries based on relevant keywords. 

The keywords are extracted from the DBpedia 

ontology [12] based on The Dublin Core 

Metadata Initiative [13] component, that the 

ontology links to. 

Let us take a more specific case from the pre-

viously mentioned entrepreneurship domain. 

If we focus on the dct:subject property of the 

http://dbpedia.org/resource/Entrepreneur-

ship entity, we will find the following entities 

as values (their English labels in fact): “Entre-

preneurship”, “Business models”, “Business 

occupations”, “Business terms”, “Manage-

ment occupations”, and “Small business”. By 

using the relations available in the LOD cloud 

further we can identify for each and every en-

tity that was found in this step if it is subject 

of another DBpedia entity by using the inverse 

property of dct:subject. For example, for 

“Business occupations” we can find the fol-

lowing entities (enumerated by their English 

labels again): “Consultant”, “Decision ana-

lyst”, “Board of directors”, “Chief Scientific 

Officer”, “Chief operating officer”, “Chief 

privacy officer”, “Enrolled agent”, and the list 

can continue. For the topic of entrepreneur-

ship, by following these steps, a list of 732 

keywords were extracted with the usage of 

SPARQL queries. 

The next step of the algorithm is to feed the 

identified keywords to the web crawler which 

will call the YouTube’s Data API to obtain the 

first 50 results (the maximum number of re-

sults in the current version of the YouTube 

Data API) for every keyword. The API has op-

tions for result filtering based on a certain ge-

ographic locations or specific languages, if 

this is the desired behavior. 

After the video unique identifiers are obtained 

for all the extracted keywords, the next phase 

begins. In this stage, the algorithm requests 

the English captions for the videos. The vid-

eos that have English captions are processed 
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first because this means just an additional 

YouTube API call for getting them. For the 

rest of the videos, the Google Speech-to-Text 

API is used to obtain an approximate tran-

scription of the video content. If the language 

of the video is not English, the captions will 

be translated to English with the help of the 

Google Translate API. The main reason for 

doing this is that the DBpedia Spotlight NER 

algorithm provides the best results for the 

English language [14]. All the obtained data is 

saved into a Microsoft Azure Cosmos DB 

cloud database as mentioned before. Figure 1 

shows the overall schema for the current com-

ponent of the developed algorithm.

 

 

  
Fig. 1 The crawling component schema of the developed algorithm 

 

4 Extracting the knowledge 

In the previous phase, the videos relevant for 

the specific domain, along with their captions, 

were saved in the Cosmos DB instance. The 

next step is the extraction of named entities 

from the captions of each video. In order to 

achieve this goal, the DBpedia Spotlight NER 

engine is used. The best results, when it comes 

to under-resourced languages (the case of Ro-

manian for example), were obtained for Eng-

lish texts when tuning the confidence to 30% 

[14]. After performing the NER process for 

the captions of each video, the database con-

taining the video list will be updated with the 

list of entities from the DBpedia ontology 

found in each e-learning resource. The entire 

process described until this point is repeated 

daily in order to search and index new videos 

added on the YouTube platform. The already 

indexed videos are ignored. The YouTube 

unique identifier is used in order to detect if a 

video is already indexed or not. 

After the first videos are indexed, the users of 

the platform are able to perform searches 

based on their needs. The searching process is 
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not a keyword-based classical one. Rather 

than applying this method, the algorithm ap-

plies NER again on the search string in order 

to identify entities that the user is interested in. 

This time the n-best candidates version of the 

DBpedia Spotlight algorithm was chosen with 

the confidence set again to 30%. If the lan-

guage of the platform is not English, then the 

search string is translated into English, the 

NER is performed and the translation of the 

identified entities’ labels are displayed. Figure 

2 shows the search page prototype of the de-

signed platform. In this page the user can type 

the search string and entities are identified on 

the go. For every new entity found, a box with 

a random generated color is used to emphasize 

it. When the user hovers the text from the box, 

the description of the entity is displayed. For 

the entities that have more than one candidate, 

the box is replaced by a combo box with all 

the possible candidates ordered by their prob-

ability.

 

 
Fig. 2 The prototype of the search page with the details of the “Business plan” entity dis-

played 

 

Once the entities that the user is interested in 

are found, the searching process starts. The 

searching algorithm uses these entities along 

with the relationships between them from the 

LOD cloud. In the first stage, the algorithm 

computes two ranks for each video from the 

database by taking into consideration the enti-

ties specified by the user. Below, equations 

(1) and (2) describe how these ranks are com-

puted [6]. 

 

(1) 𝑅𝑖 = ∑𝑛𝑖,𝑗, where Ri is the rank of the i 

video, and ni,j represents the number of occur-

rences of the j entity in the i video resource 

(2) 𝑅𝑖
𝑚𝑎𝑥 = max(𝑛𝑖,𝑗), where 𝑅𝑖

𝑚𝑎𝑥 is the 

maximum rank of the video i, and ni,j repre-

sents the number of occurrences of the j entity 

in the i video resource 

 

In the second stage, the searching algorithm 

determines the DBpedia classes that corre-

spond to each and every of the searched enti-

ties. A SPARQL query is used to interrogate 

the DBpedia ontology for the parent classes of 

every entity: 

 
PREFIX rdfs: 

<http://www.w3.org/2000/01/rdf-schema#> 

PREFIX dbpedia: <http://dbpedia.org/re-

source/> 

SELECT ?class 

WHERE  

{ 

dbpedia:<entity_i> rdf:type ?class. 

?class rdf:type owl:Class . 

FILTER(?class NOT IN (owl:Thing))  

} 

 

Afterwards, the videos that contain entities 

which share the same parent classes with the 

identified ones are ranked also. Both ranks are 
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recomputed, so the equations (1) and (2) pre-

sented above, become (3) and (4) after this 

phase [6]. 

 

(3) 𝑅𝑖 = ∑𝑛𝑖,𝑗 +∑𝑞 · 𝑚𝑖,𝑘, where Ri is the 

rank of the i video, and ni,j represents the num-

ber of occurrences of the j entity in the i video 

resource, mi,k represents the number of occur-

rences of instances of the k class in the i video, 

and q is a configurable significance coeffi-

cient (set to 0.2 in our case) 

(4) 𝑅𝑖
𝑚𝑎𝑥 = max(max(𝑛𝑖,𝑗), max(𝑞 ·

𝑚𝑖,𝑘)), where 𝑅𝑖
𝑚𝑎𝑥 is the maximum rank of 

the video i, and ni,j represents the number of 

occurrences of the j entity in the i video re-

source, mi,k represents the number of occur-

rences of instances of the k class in the i video, 

and q is a configurable significance coeffi-

cient (set to 0.2 in our case) 

 

The rank Ri is used further for sorting the re-

sults of the search string and the 𝑅𝑖
𝑚𝑎𝑥 to de-

termine the dominant entity for each e-learn-

ing video. The dominant entity will be graph-

ically marked in the platform by the use of a 

specific colour (similar to what is visible in 

Figure 2). Figure 4 presents the entire logical 

schema diagram of the searching algorithm. 

Because the algorithm needs a large amount 

of processing power, just grade one parent 

classes are taken into consideration. This step 

is necessary because some of the videos might 

not contain exactly the identified resource. 

For example, if one of the searched entities is 

“Funding”, we might have the situation when 

no videos contain this entity. By applying the 

second phase of the algorithm, the parent class 

of “Funding” is queried, which in this case is 

“Band”. In this way we can find videos that 

contain entities such as “Lobbying”, “Soci-

ety”, “Bestinvest” and other similar terms that 

might be partially relevant for the person in-

terested in funding. 

The results are presented by the platform in 

two manners: a classical one and a graph-

based one which illustrates better the relation-

ships between different video resources. Fig-

ure 3 and 5 show the prototypes of the two 

versions of results displaying page.

 

 

Fig. 3 The prototype of the classical display page. The blue videos are more relevant to “busi-

ness plan” and the teal ones to “funding” 
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Fig. 4 Logical schema diagram of the e-learning videos searching algorithm 
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Fig. 5 The prototype of the graph-based display page. The size of the circle illustrates how 

relevant is the video to the search query, the colour illustrates the dominant entity and the 

lines how videos relate to each other 

 

5 Conclusions, validation and future work 

The current paper presented the development 

of a semantic search algorithm applied on 

YouTube’s video e-learning resources. The 

algorithm is composed of six consecutive pro-

cessing stages: a) keyword extraction from the 

DBpedia ontology based on the selected do-

main of interest; b) YouTube Data API calls 

in order to obtain the most relevant videos for 

the identified keywords; c) caption extraction 

from YouTube or caption generation based on 

speech-to-text algorithms; d) entities extrac-

tion with the usage on the DBpedia Spotlight 

NER algorithm; e) video indexing and 

metadata saving into a Cosmos DB database; 

f) searching based on the identified entities 

and their relationships with the ones present in 

the search string. 

In order to validate the efficiency of the devel-

oped algorithm, compared to YouTube’s algo-

rithm, which is based on keyword search and 

focused on maximizing the watch time, a sur-

vey approach was taken. 

A sample of 105 persons were chosen among 

the second and third year students of The Fac-

ulty of Cybernetics, Statistics and Economic 

Informatics, all of them early users of the de-

veloped prototype. The chosen methodology 

was the one of random sampling without re-

placement with a 95% confidence interval. 

The results of the survey were processed with 

the usage of the SPSS software [15]. The re-

spondents were split into 64,8% third year stu-

dents and 35,2% second year students, being 

divided approximately equally per gender. 

The first section of the survey was focused on 

the time spent on the internet, the knowledge 

of English and the usage of search engines. 

The questioned students are good English 

speakers and are using Google and YouTube 

for searches related to educational resources 

(98.1% of them are using mainly these two 

search engines). Even though, 60% of them 

said that they do not find always the needed 

information when they use these platforms 

and 70.5% of them prefer the video e-learning 

resources over text ones. 

When it comes to the developed prototype, the 

respondents said that they would evaluate the 

efficiency of the algorithm to 87.7%, com-

pared to YouTube’s one of just 76.5%. Table 

1 and Table 2 present the descriptive statistics 

for the two questions in greater detail. Addi-

tionally, the students evaluated the efficiency 

of the graph-based representation of the re-

sults (depicted in figure 5) compared to the 

classical one (depicted in figure 3) to be 
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81.9% better. 

 

Table 1. Descriptive statistics for the question related to the developed algorithm’s efficiency 

 
 

Table 2. Descriptive statistics for the question related to the YouTube’s search algorithm effi-

ciency 

 
 

Future work will include a way of allowing 

the users to rate the relevance of the found vid-

eos in such a manner that search results that 

are not appropriate will be ignored in future 

searches. Ways of implementing this include, 

but are not limited to, like and dislike buttons, 

as the ones from the YouTube platform, or 5-

star based ratings. 

Another future feature is the addition of a new 

step to the algorithm, that will make possible 

the creation of a video containing all the 

needed information by cropping and linking 

together parts from the relevant videos found 

based on the existing algorithm. In this man-

ner, one can choose the time that he wants to 

invest in learning something and his current 

knowledge of the domain. The algorithm will 

generate as a result a single video of the se-

lected length containing relevant information 

extracted from multiple e-learning materials. 
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