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The level of widely used technology has tremendously increased in recent years, and the inter-

net has genuinely re-shaped the way we learn, communicate and live.  As a result, social data 

availability, complexity, and diversity steadily grow.  In the same time, the computational ma-

chine power constantly unlocks opportunities to provide innovative techniques. By leveraging 

that power in statistics, powerful algorithms, such as neural networks, started to be applied in 

various fields. Image Processing has been a subject of broad interest and face recognition has 

been an essential part of this field in recent years. This paper aims to leverage all these re-

sources to provide an overview of how social media data can be collected and analyzed using 

R. The result of this paper is represented by an innovative algorithm able to retrieve and ana-

lyze Twitter information. Moreover, this paper also provides a snapshot of the Romanian Twit-

ter users’ demographics and mobility. 
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Introduction 
Over the last 40 years, the Information and tel-

ecommunications revolution has reshaped in-

dividuals’ lifestyle so dramatically that life 

without mobile devices, telecommunication, 

internet or social media platforms has become 

hard to imagine.   

In the same time, international mobility has 

become an essential driver in the process of 

defining economies and societies. In Romania 

’s case, high skilled migrants are the ones with 

high mobility, and they also seem to be more 

connected and active in the social media net-

works [1]. Due to the high increase of migra-

tion, it has been a real challenge to track mo-

bile population and migrants in recent years 

accurately. In the age of globalization, the tra-

ditional census re-searches cannot merely 

cover the actual needs of having accurate, up-

to-date data. As a result, statisticians have 

started to explore alternative data sources in 

order to improve the official international mo-

bility figures.  

In this paper, we aim to prove the usefulness 

of studying mobility characteristics with data 

                                                           
1  Initial results of this paper were presented at the EGE Conference (Constanta, 2018) and at the International 
Conference on Economic Informatics (Iasi, 2018). The authors thank participants for their valuable suggestions. 

retrieved from social media, with a focus on 

using the visual identification of individuals in 

this context. Social media became one of the 

most comprehensive data sources available 

used as an alternative to official data. Moreo-

ver, it steadily improves its accuracy, com-

pleteness, and reliability. 

Machine face recognition from images is the 

result of various intersected researches in mul-

tiple fields, such as computer vision, image 

processing, pattern recognition, or neural net-

works. Face recognition technology (FRT) 

has excellent applicability in real life and 

might help researchers draw more accurate 

views of the international population mobility. 

Using FRT on Twitter data, this paper proves 

that social media data can provide critical de-

mographic characteristics and increase the ac-

curacy of the official data by leveraging the 

power of big data. Also, the developed appli-

cation is exemplified for the Romanian case, 

being novel for this specific population and 

having a high potential for being adapted for 

other geographical areas.     
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In the first part of the paper, it will be provided 

an overview of international migration, and 

social media data, while the second part will 

review a few of the available technologies 

used in migration research. In the third part, 

we aim to leverage the power of face recogni-

tion to estimate the demographic details for a 

sample of Twitter users active within the ter-

ritory of Romania, by developing an R algo-

rithm for this purpose. The last sections will 

provide a snapshot of the most recent mobility 

figure, based on the sample of Twitter users. 

 

1.  International Mobility Researches and 

Social Media data 

In this section of the paper, we aim to briefly 

describe the Romanian mobility flows from 

two angles. In the first part of the section, we 

will analyze the dimension and the “push & 

pull” factors that contributed to the Romanian 

migration after the fall of the socialist state. 

The second part of the section will provide 

valuable information about how social media 

could capture the migration flows.  

 

1.1 Romanian international migration: 

magnitude and recent trends 

Romania is one of the most important Euro-

pean players regarding migration figures. 

However, Romanian migration went through 

various regimes: controlled migration until 

1990, limited migration in the 1990s, irregular 

migration between 2002 and 2007, and unre-

stricted migration within the European Union 

after 2007. Although after 1989 Romanian 

state no longer prohibited the mobility of Ro-

manians, some European states restricted the 

East-West migration by implementing migra-

tion policies [2].   

Romanian migration (re)started in the early 

90’s with the group of asylum seekers, ethnic 

Germans, and the type of migrants seeking 

new opportunities in Western Europe. In some 

Romanian cities (e.g. Sighişoara) almost 50% 

of the German population married Romanians 

[3] [4]. Those networks facilitated the migra-

tion of Romanians to Germany [5].

 

Table 1: Number of Romanian applications for political asylum in Germany, 1990-1999 

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 

11,191 27,089 57,464 146,738 21,424 10,274 3,168 1,672 917 537 

Source: [2] 

 

Nearly half of asylum applicants from Roma-

nia in Germany were Roma who expressed 

their concern about the growing discrimina-

tion in Romania [6]. However, at the end of 

1993, Romania was recognized as a secure 

country and the applications that came after 

this year were denied. Moreover, Romania 

and Germany agreed on the repatriation of 

60,000 Roma and 40,000 Romanians [7]. 

Another "pull" factor was the fact that after 

2002, Romanians no longer needed a Visa to 

travel to European Countries. Moreover, after 

Romania joined EU, in 2007, Romanians were 

no longer irregular emigrants, and the number 

of Romanian emigrants increased dramati-

cally [2]. 

Between 1990 to 1993, there was a time with 

strong ethnic, and asylum seekers migration 

[8]. During the same period, the migration of 

Romanians was not that intense [9]. Soon after 

1993 these migration flows to Germany al-

most stopped, and new migration destinations 

emerged.  

While during the socialist regime, the main 

push factors were politically related, after the 

fall of state socialism, economic factors pre-

vailed [10]. 

After the fall of the communist regime, new 

forms of international mobility rose, one ex-

ample was the petty trade to Turkey, former 

Yugoslavia, Poland, and Hungary. Petty 

trades practices extended afterward and many 

of them became pioneers of migration [11]. 

Religion remained one of the most influential 

factors in the Romanian migration during the 

1990s. Examining the movement from Ortho-

dox and Catholic communities in Romania, 

studies have shown significant differences be-

tween the two religious groups [12]. The in-

clusion of the Catholic emigrants seemed to 
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be higher than the one of the Orthodox groups 

[2]. 

Romanian migration reached the first phase of 

maturity after 1997. The decisive "push" fac-

tor was the de-industrialization of the country 

which led to a severe impoverishment of the 

population [13]. This process affected an im-

portant number of Romanian families. Similar 

to other post-socialist societies, among the 

first Romanians who lost their job after the fall 

of the communist regime, were commuters 

[14] [15]. 

This process put a heavy pressure on rural 

households which transformed them from an 

active labor force to a class of potential emi-

grants [16]. 

This massive shift can partially explain why 

the migration developed so fast after 1997. 

Impoverishment and unemployment faced a 

dramatic increase, therefore in only ten years 

(1990-1999) active labor force decreased 

from 9.5 million to 4.5 million people [17]. 

As expected, the migration phenomenon can 

have a significant negative impact on sending 

countries, especially for the states with an 

emerging economy like Romania.  

In terms of the “brain drain” of physicians, 

Romania is one of the most prominent Euro-

pean contributors.  Studies show that Romania 

invested plenty of resources in developing a 

robust medical labor force, but unfortunately, 

a worrying part of it left the country or ex-

pressed its intention to migrate and small in-

tention to return [18] [1].  

While in the ‘90s, Romanian medical doctors 

preferred to emigrate to the US or Canada, af-

ter Romania's admission to the European Un-

ion, this class has mainly migrated to UK, 

Germany, France, and Belgium [19] [2]. Var-

ious studies show that, in 2010, Romanians 

physicians represented the main group of for-

eign medical experts in France [19] Moreover, 

in the next two years, Romanian physicians 

represented a third of foreign doctors regis-

tered in France [20]. The importance of this 

phenomenon is reinforced by studies that pre-

sent a similar situation in Belgium, a country 

with an impressive number of Romanian med-

ical specialists [19]. 

To understand the Romanian emigration mag-

nitude, we can mention that there are more 

Romanian emigrants (approx. 4 million) than 

US emigrants (3 million), or French (2.2 mil-

lion), emigrants.   

As the high skilled Romanian migrants are the 

ones with high mobility and also those more 

connected and active in the social media net-

works [1], we aim to prove the usefulness of 

studying mobility trajectories with data re-

trieved from social media, with a focus on vis-

ual identification of individuals. 

The next section presents a summary of the in-

itiatives taken to improve the understanding of 

migration by using social media data. 

 

1.2 Social media data leveraged in interna-

tional migration researches 
Social media platforms are websites and ap-

plications that help users to share content and 

build social networks/relations with other 

people who appear to have similar visions. So-

cial media environment develops with a tre-

mendously high pace and reshapes the way 

people live and make decisions. 

There are various studies on the migration 

phenomenon that use social media data. For 

instance, some of them took advantage of the 

geolocated tweets. The geographic coordi-

nates can be measured either by using the GPS 

location of the mobile device or by using the 

nearest address computed based on the IP lo-

cation [21]. 

The current Twitter terms and conditions rep-

resent a challenge for working with social me-

dia data. The underlying API from twitter 

used for Academic purposes returns only 1% 

of the total Twitter feed. However, thanks to 

the growing penetration of smart devices, the 

amount of geolocated tweets constantly grows 

and becomes a more and more valuable regis-

ter of human migration with every day. 

In 2012, which is a long time ago concerning 

social media evolution, the absolute amount 

of geolocated tweets was estimated to 3.5M 

tweets per day [21]. Nowadays, the official 

sources estimate that there are over 500 mil-

lion tweets per day. It can be stated that in just 

a few years, the activity on twitter registered 

an enormous increase.  
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Twitter is probably one of the best social me-

dia platforms in terms of academic researches 

because of its flexibility, consistency and be-

cause of its terms and conditions [22] [23] 

[24].  Tweets were used for assessing a mood 

to society, by examining the content of Twit-

ter posts [25] [26] [27] [28]. Geo-located 

tweets were used in many fields, such as ana-

lyzing the urban activity, public health, global 

distribution of languages, and others. [21]. 

A solid foundation was provided by Cheng’s 

study (add source) in 2011, which tackled dif-

ferent mobility aspects based on Twitter 

check-ins, dominated in that period by Four-

square (another location sharing service). 

Other exploratory studies were made by Cho 

[29] who built a model for the influence of hu-

man mobility in respect with social ties, or by 

Noulas [30], who analyzed the intra-urban 

mobility using Foursquare check-ins. 

In specific papers, it is emphasized the im-

portance of cleaning the dataset obtained from 

social media, before any analysis. For in-

stance, one approach is to analyze all consec-

utive locations of a Twitter user, and if he/she 

appears to travel from one place to another 

with >2000 km/h, it can be safely stated that 

the user is most probably a “bot” and it must 

be filtered out [21]. 

Preferably, non-personal Twitter activity (e.g. 

#tweetmyjob) must be filtered out as well be-

cause it does not reflect any kind of human 

(individual) physical activity or geographical 

mobility. 

Some migration analyses on Twitter recom-

mend excluding regions with a penetration 

rate smaller than 0.5% or countries with less 

than 10,000 resident users [21]. 

It has been proved that “despite the unequal 

distribution over the different parts of the 

world and possible bias toward a certain part 

of the population, in many cases, geo-located 

Twitter can and should be considered as a val-

uable proxy for human mobility, especially at 

the level of country-to-country flows [21]. In 

the study “Geo-located Twitter as a proxy for 

global mobility pattern” [21], the suggested 

methodology tries to capture human mobility 

by assigning the nationality of travelers based 

on the country of residence. This approach al-

lowed the researchers to quickly and yet effec-

tively compare the flows of travelers between 

countries. The study revealed that people from 

more developed countries as the West-Euro-

pean ones, are more likely to travel and more 

than this, the diversity of West-European trav-

elers’ destinations is usually higher compared 

to one of the East-European travelers. Moreo-

ver, in the same study, the scientists were able 

to identify specific patterns driven by cultural 

or special events occurring in a specific re-

gion. Even if in most of the cases Twitter anal-

ysis the reasonable expectations, it is essential 

to understand that Twitter data can be treated 

as a global register of human mobility and ge-

olocated tweets can be used as a proxy of 

global mobility behavior. 

Other researches have studied migration pat-

terns using only the text, the date and the geo-

graphic coordinates of the tweets. Some de-

mographic information could be estimated us-

ing different tools, for instance, the gender 

and age could be estimated using special tools 

like Face++ which computes those character-

istics using computer vision and data mining 

processes to analyze the Twitter profile pic-

ture of a given user [31]. Using this technique, 

the “Inferring International and Internal Mi-

gration Patterns from Twitter Data” study 

managed to provide a comprehensive picture 

of the recent migration trends in OECD coun-

tries. Moreover, the study claims that there 

were significant reductions of out-migration 

flows from countries like Mexico. On the 

other hand, it also illustrates how in the coun-

tries affected by the economic crisis like 

Greece and Ireland, those flows dramatically 

increased just after 2008. However, even if 

this study presented the migration trends only 

for the short term, “this type of information 

becomes available well before official statis-

tics and thus can be seen as a barometer of mo-

bility patterns that is useful to nowcast recent 

trends” [31].  

More niched studies captured the trends in the 

migration of the class represented by highly 

skilled people using LinkedIn data. LinkedIn 

is a social networking platform for profession-

als, and it counts over 450 million users from 
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all over the world. People generally use 

LinkedIn to have more visibility on the latest 

job opportunities, by making public their re-

sumes. As a result, LinkedIn data is probably 

one of the most “powerful” and up to date da-

taset available of the highly skilled migrants 

[32] [33].  

Although the available studies stressed the 

fact that LinkedIn members are not a repre-

sentative sample for the population of highly 

skilled migrants, the sample of LinkedIn users 

is convenient because of its complexity and 

size. Moreover. Those studies showed that 

LinkedIn information could provide a signifi-

cant amount of insights regarding the recent 

migration flows of high-skilled people [32]. 

To conclude, social media is probably one of 

the best social data sources available because 

of the large number of potential statistical 

units that can be provided. Moreover, it con-

stantly improves in terms of accuracy, com-

pleteness, and reliability. If it keeps the same 

pace in terms of development, it is expected 

that social media data will represent a real op-

portunity for future migration analyses.  

 

2. New informatic technologies for migra-

tion research 

In the last 40 years, the power of computers 

has helped us to explore the universe, find 

medical treatments, and even redefine the 

way life is created. Powerful machine learn-

ing algorithms like the neural network help 

researchers to solve complex problems and 

find creative solutions for the current chal-

lenges. For the last years, image processing 

has been a topic of significant interest. 

Thanks to these algorithms that leverage 

more and more powerful machines, we were 

able to build an algorithm which leverages 

multiple resources to draw a picture of how 

the Twitter users might look like in a specific 

city, country, region. 

 

2.1. R: a useful tool for treating social me-

dia data 

                                                           
2 R Documentation: https://www.r-project.org/other-
docs.html 

R is a programming language and an excellent 

environment for statistical computing or 

graphics generating. “It is a GNU project 

which is similar to the S language and envi-

ronment which was developed at Bell Labor-

atories (formerly AT&T, now Lucent Tech-

nologies) by John Chambers and colleagues. 

R can be considered as a different implemen-

tation of S”.2 

R can provide a wide variety of graphical and 

statistical techniques. Moreover, R is highly 

extensible and combines both, statistical and 

programming skills in one single robust tool. 

Being an Open Source tool facilitated its spec-

tacular popularity growth and made R one of 

the most used statistical tool in the world. R 

has a lot of great predefined routines and 

packages, but it can also be connected with 

most of the current great tools. As a result, its 

effectiveness attracts more and more research-

ers every day. R can run on platforms like 

Windows, Linux, and MacOS. 

Among the great resources designed for R, 

one of the “must have” resource that needs to 

be installed and used from the first day of us-

ing R is RStudio.  

“RStudio is an integrated development envi-

ronment (IDE) for R. It includes a console, 

syntax-highlighting editor that supports direct 

code execution, as well as tools for plotting, 

history, debugging and workspace manage-

ment.” 3  

RStudio has an open source version as well as 

a commercial edition and is available for Win-

dows, Mac, and Linux. It can run locally, on a 

desktop or in a browser connected to RStudio 

Server.   

 

2.2. Social Media: a potential primary 

data provider 
Social media platforms are now so well estab-

lished, that the top 5 most popular social net-

work platform did not change recently. How-

ever, the usage of those internet services sig-

nificantly varies in different regions. When 

comparing social media platforms, it is imper-

ative to take into consideration not only the 

3 RStudio Documentation: https://www.rstu-
dio.com/products/rstudio/ 
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number of users but the number of active ac-

counts as well [34] 

It is already common sense to say that social 

media can positively or negatively impact our 

lives in equal measure. While each user/per-

son is essential, from a scientific perspective, 

it is more important to study the networks of 

users and understand how social media drives 

changes in the behavior of these networks. Re-

searches proved that social media contributes 

to migration by reinforcing the bonds between 

friends/relatives [35]. 

The daily billions social media interactions 

provide an enormous amount of information 

about the global population. Therefore the an-

alytical potential of the social media data is 

undoubtful high [36]. 

Twitter is an online social networking and 

news service available to anyone on which us-

ers post messages known as “tweets”.  

There is no doubt that as a communication 

platform, Twitter continues to be a game 

changer by succeeding to provide a clean and 

effective environment to its millions of 

monthly active users. 

Twitter did not only reshape the way people 

communicate but also unlocked massive op-

portunities and gave researches new ways to 

look at the social behavior of the global popu-

lation. Even if Twitter can provide a vast 

amount of information, it is still not repre-

sentative of the population, but it can be used 

as a proxy for global migration patterns [21] 

[31].  

 

3. Face recognition in social media data 

using R 
Machine detection and recognition of faces 

from images is the result of the emergence of 

multiple fields, such as computer vision, im-

age processing, pattern recognition, and neu-

ral networks. Face recognition technology 

(FRT) has excellent applicability in real life. 

For example, it can be used in the process of 

matching the photo from a passport or an ID 

card with the real person that is using it. An-

other case could be represented by the increas-

ing need of having up to date social researches 

like migration researches, in which FRT 

might be combined with other tools to esti-

mate the structure of a defined population. 

Even if human beings do not generally have 

difficulties to recognize faces in cluttered 

scenes, machine face recognition is a signifi-

cantly higher challenge. Various researches 

touched this topic, but in 1995, Rama 

Chellappa, Charles Wilson, and Saad Sirohey 

concluded that “the most important step in 

face recognition is the ability to evaluate ex-

isting methods and provide new directions on 

the basis of these evaluations.” [37].  

In terms of the rapid development of science, 

the year 1995 seems like a very long time ago 

and since then, the power of computers enor-

mously increased, and the creativity and 

knowledge served the needs of having robust 

face recognition algorithms available for the 

extensive usage. In 2015, “on the widely used 

Labeled Faces in the Wild (LFW) dataset, a 

system achieved a new record accuracy of 

99.63%” by using deep convolutional net-

works [38]. 

“Kairos is an artificial intelligence company, 

founded in 2012 and specialized in face recog-

nition. Through computer vision and machine 

learning, Kairos can recognize faces in videos, 

photos, and the real-world - making it easier 

than ever to transform the way your business 

interacts with people.”4. 

Kairos handle the complexity of image pro-

cessing by using neural networks. Their serv-

ers are leveraged to provide accurate face 

analyses that cannot be run on ordinary ma-

chines.  

Considering the expertise and the processing 

power possessed by Kairos, algorithms pro-

vided by this company are going to be lever-

aged to determine the Twitter user’s de-

mographics.

 

                                                           
4 Kairos Documentation: 
https://www.kairos.com/about 
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Fig. 1. Face recognition using Kairos algorithm 

Source: Generated by Authors 

 

In figure 1, there were estimated demographic 

characteristics like age, gender, ethnicity, and 

skin color by leveraging Kairos algorithm. 

The subject in the figure is a 26 years old, 

white-skinned Romanian man. The subject 

gave his consent to include his profile picture 

in this paper, therefore no rights were violated 

by this action.  

Using powerful face recognition algorithms, 

like the one provided by Kairos, might signif-

icantly reduce the time of building compre-

hensive social researches.  

In the following, we build an innovative algo-

rithm by combining the power of face recog-

nition with the power of social media and us-

ing R programming language, for identifying 

demographic characteristics of the individu-

als. 

This case study on Romanian Twitter users 

described below uses R programming lan-

guage to access the power of social media 

platforms (Twitter) and face recognition algo-

rithms (Kairos) by using their API. In the 

computer programming field, API stands for 

“application programming interface” and is a 

set of communication protocols and subrou-

tine definitions. In simple words, an API is a 

communication bridge among various compo-

nents of a system.

 

 
Fig. 2. Algorithm Architecture used in the paper 
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Source: Generated by Authors 

 

As presented in figure 2, the proposed algo-

rithm is structured in 11 steps. The first step 

requires the gain of an agreement with the so-

cial media platform which is going to provide 

social, behavioral information and the instal-

lation of proper R libraries. Settings prepara-

tions represent the second and third steps 

while the fourth and fifth steps represent the 

raw collection of the information. The next 

four steps facilitate the increase of usage ef-

fectiveness while in the 10th step face recog-

nition algorithm is leveraged to estimate de-

mographic details of the social media users. 

The last step of the algorithm written in R is 

just about updating the existing database.  

In order to be able to “communicate” with 

Twitter and Kairos in an efficient manner, dif-

ferent collections of precompiled routines 

(known as libraries) are needed; therefore, the 

following packages were installed:

 

 
###############################    Call libraries     ############################### 

library(twitteR) 

library(facerec) 

library(data.table) 
###############################    Call libraries     ############################### 

 

The above script is calling library “twitteR”, 

which will facilitate the communication with 

Twitter, library “facerec”- which will facili-

tate the communication with Kairos resources, 

and library “data.table”- which will provide 

useful predefined functions. 

After setting up connections, creating stable 

tokens and collecting the coordinates of the 

biggest 150 cities in Romania, we collected 

the activity of users who used Twitter within 

the territory of Romania in 2018.

 
#########################    Collect Ro Activity     ############################# 
coordinates<-read.csv('path\\Cities_GeoCoordinates.csv', header=T) 

coordinates<-coordinates[!is.na(coordinates$lat),] 

ro_located_data = twitteR::searchTwitter(' ', n = 100000,since = '2018-01-01', 

               geocode =paste0(coordinates$lat[1],',',coordi-

nates$long[1],',','20km'), 

               retryOnRateLimit = 3) 

ro_located_data<-twitteR::twListToDF(ro_located_data) 

 

 
for( i in 2:dim(coordinates)[1]) 

{ 

  ro_located = twitteR::searchTwitter(' ', n = 100000,since = '2018-01-01', 

              geocode = paste0(coordinates$lat[i],',',coordi-

nates$long[i],',','20km'), 

              retryOnRateLimit = 3) 

  ro_located = twitteR::twListToDF(ro_located) 

  ro_located_data<-merge(ro_located_data,ro_located, all=T) 
Sys.sleep(100) 

} 
###########################    Collect Ro Activity     

############################# 

 

In the above script, Twitter users’ activity was 

collected by using filters of 100,000 tweets/re-

quest in order to not exceed the limits imposed 

by Twitter terms and conditions. To be sure, 

the entire Romanian territory was covered, it 

was used a range of 20 km from the city cen-

ter.
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Fig. 3. Twitter Activity sample of data collected 

Source: Generated by Authors 

 

In figure 3 is displayed a sample of the data 

set obtained after running the above script. It 

still requires the usual process of data clean-

ing, but the potential unlocked by this feature 

might help researchers to get a proxy of the 

population structure in each region. 

 
###################### AGE & GENDER & Ethnicity Estimates ##################### 
for (i in 1: dim(userDetails)[1]) 
{ 
  tryCatch(facerec<-as.data.frame(detect(userDetails$profileImageUrl[i]))) 
    if(names(facerec)[3] %like% 'error') 
    { 
      print(paste('No faces found at line:', i)) 
      userDetails$age[i]<- "No faces found" 
      userDetails$gender[i]<-"No faces found" 
      userDetails$face_hispanic[i]<-"No faces found" 
      userDetails$face_black[i]<-"No faces found" 
      userDetails$face_white[i]<-"No faces found" 
      userDetails$face_asian[i]<-"No faces found" 
    }else 
    { #facerec 
      userDetails$age[i]<-facerec$face_age 
      userDetails$gender[i]<-facerec$face_gender_type 
      userDetails$face_hispanic[i]<-facerec$face_hispanic 
      userDetails$face_black[i]<-facerec$face_black 
      userDetails$face_white[i]<-facerec$face_white 
      userDetails$face_asian[i]<-facerec$face_asian  
    } 
  Sys.sleep(sample(1:30,1) 
} 

###################### AGE & GENDER & Ethnicity Estimates  ##################### 

 

The script above is calling Kairos algorithm to 

detect and analyze the profile images of the 

Twitter users collected by the previous section 

of the script. If the user did not provide a pro-

file picture, a message indicating that no faces 

were found for user number “i” will be dis-

played in the log file. Moreover, all the demo-

graphic variables will take the value “No faces 

found” for this category of users.  
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Fig. 4. Demographics obtained by using advanced face recognition algorithms 

Source: Generated by Authors 

 

Figure 4 represents a sample of the de-

mographics obtained by using the advanced 

face recognition algorithm provided by 

Kairos. As it can be noticed, most of the users 

are young, with ages between 20 and 40 years 

old and white-skinned. As expected, there is a 

balanced split between genders. The names in 

the table were anonymized.  

 

4. Using Face Recognition Technology to 

identify demographic characteristics 

After running all the sections in the algorithm, 

we obtained valuable information about a 

large number of about 60,000 Twitter users 

from Romania. 

However, only some of them have a relevant 

profile picture which might provide useful in-

formation related to their demographic char-

acteristics: gender, but also age and race.

 
Fig. 5. Percentage of users with a relevant profile picture 

Source: Generated by Authors 

 

As seen in figure number 5, although the algo-

rithm provided by Kairos Company was accu-

rate and managed to handle cluttered images, 

only 59% of the users had at that moment a 

profile picture that could be analyzed the face 

recognition algorithm. Most of the other 41% 

percent of the users used the default Twitter 

profile picture, at that moment (2018-09-20).
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Fig. 6. Race split of Twitter users in the sample 

Source: Generated by Authors 

 

On the other hand, the race of the users with a 

relevant profile picture could be estimated ac-

curately in almost 90% of the cases. It is easy 

to notice that seen in figure 6, 73% of col-

lected users were in “White” ethnic category, 

14% in “Asian” category and as expected, 

only 1% in the “African-American” group. 

Moreover, age and gender were estimated ac-

curately in 99% of the cases.

 

 

.  

Fig. 7. Gender split of collected Twitter users 

Source: Generated by Authors 

 

In figure 7, can be noticed that the obtained 

dataset is balanced, regarding gender split.  

About 55% of the collected users were esti-

mated to be men while 45% of users were 

women. 

 

 
Fig. 8. Age pyramid for the individuals in the sample 
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Source: Generated by Authors 

 

Figure 8 provides more information on the de-

mographic structure of the collected dataset. 

Although the overall gender split is relatively 

balanced, it is slightly skewed by the age, 

meaning that the percentage of men increases 

in the older groups. Even that, the overall per-

centage of men is slightly bigger than the per-

centage of women (55% vs. 45%), the number 

of women is bigger in the “under 25 years old” 

category. In the same time, most of the col-

lected users have ages between 15 and 45 

years old.  

As reported from the current section, the po-

tential of using Twitter data for migration re-

search, but also for other purposes, is worth to 

be considered. 

However, as our research is at one initial 

phase, there are some limitations. The number 

of characteristics we can identify is not very 

large at this stage of our research, and the 

quality and reliability of the information are 

limited to the one provided by the Twitter 

user. However, these limitations could be fur-

ther addressed by considering a large number 

of potential cases that might be accessed 

through social media. 

 

5. Romanian migration snapshot 

Romanian migration increased dramatically in 

2007, the same year Romania became an offi-

cial European Union member. Unrestricted 

migration convinced almost 460.000 Romani-

ans to leave Romania permanently  [39]. Since 

2007, the Romanian migration has reached 

worrying thresholds, therefore it is important 

to be able to track and monitor the very recent 

trends of migration. By understanding the re-

cent trends, the current labor market, educa-

tional system, and other institutions can re-

shape their strategy to avoid mass migration 

of valuable people and knowledge.

  

 

 
Fig. 9. Self-declared permanent location of the Twitter users in the sample 

Source: Generated by Authors 

 

A large share of 70% of the Twitter users in 

the sample have declared their address and 

this allows for tracking potential mobility of 

the individuals in the sample. A share of 20% 

of them declared that they have their perma-

nent residence in Romania. This split does not 

necessarily mean that only 20% are Romani-

ans. 2% of the users who do not have a perma-

nent location in Romania use Twitter in Ro-

manian language and are probably Romani-

ans. Moreover, a lot of Romanians did not de-

clare their permanent address at all.  

However, 20% of our large data set of 60000 

persons correspond to a subsample of 12000, 

and this might be enough to build a solid 

proxy for the real population with ages be-

tween 15-45 years old. 
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Another aspect worth mentioning is that, in 

only one month, 0.2% of the users with a per-

manent location in Romania changed their 

country location. Starting from Twitter users’ 

migration, proxies of the very recent real mi-

gration can be developed, and mobility trends 

can be identified long before any official data 

collection. 

Migration is a vital economy and society 

driver, especially in emerging markets in 

which might have a negative impact on the 

long-term (i.e. brain-drain). Understanding 

the very recent trends of migration and being 

able to define the demographic structure of the 

migration groups, is essential for economies 

and societies. 

Considering the above findings, the under-

standing of the very recent migration might be 

significantly improved by using multiple tech-

niques, such as image processing, big data, 

computer programming, social media, and 

statistics. 

 

Conclusion 
Social media data increases in complexity and 

accuracy and might facilitate innovative and 

robust researches soon. Although collecting 

and analyzing social media data currently rep-

resent a big challenge, we believe it worth 

monitoring the evolution of these alternative 

data sources and be ready to integrate them in 

the official statistics. Nevertheless, powerful 

machine algorithms, such as image pro-

cessing, neural networks, and pattern recogni-

tion will support this kind of analysis and help 

researchers draw more accurate pictures of in-

ternational mobility. 

Obstacles will be faced in any journey of re-

inventing or innovating a methodology, but it 

is essential to overcome them and provide 

solid foundations for future researches. One 

major obstacle in our research is that legal 

terms have recently changed and according to 

GDPR the storage of any personal information 

is not allowed anymore. However, it is al-

lowed to work with aggregated figures and 

provide a proxy for real international mobil-

ity.  

This paper proved that, even with limited ac-

cess and restrictive legal terms, social media 

data could provide relevant information and 

draw the big picture of how social media users 

look like in Romania. We aim to go further 

and analyze social media data as much as the 

legal boundaries allow us. In the same time, 

we would like to emphasize that the collabo-

ration between official entities and social me-

dia platforms would increase improve the of-

ficial stats and user experience.  

This paper presented a technique of collecting 

and analyzing data referring to Twitter users, 

who were active in Romania. Important de-

mographics like age, gender, and race were es-

timated using advanced face recognition algo-

rithms. The topic needs to be further explored, 

and there are clear directions that we plan to 

address in the future. The first direction for fu-

ture research refers to including geographical 

coordinates for better identifying the geo-

graphical mobility trajectories of social media 

users. Also, there seems to be an enormous 

potential for developing new statistical and 

econometric models for analyzing a large 

amount of data available on social media, for 

specific research purposes. On the other hand, 

official institutions and social media plat-

forms could collaborate to improve the quality 

of official statistics and ultimately, the quality 

of life. Therefore, the result of the present re-

search could be relevant to the research com-

munity, but also for data scientist and public 

authorities.  
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