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The present paper addresses the problem of writing style patterns in the context of English 
Academic Writing. Stylometric analysis is used in order to extract the main characteristics ob-
tained from the evaluation of articles written in well-known scientific journals such as Elsevier 
and Springer. The objective of the paper is to establish a pattern description of articles written 
in the same domain depending on the gender of the authors. Relevant prior written work upon 
the current subject reveal different characteristics of writing style of authors from different 
cultural orientation and gender. The paper describes the main characteristics taken into ac-
count for the clustering model when it comes to title, abstract and chapters’ construction within 
the analyzed articles. A short description of the algorithms and tools for clustering and space 
reduction is presented for further selecting the best combination for the proposed model. An 
additional statistical layer is added to the current clustering algorithms and space reduction 
for obtaining statistical proven results of usage. An aggregated structure model is conducted 
as a result of characteristics selection and processing for future work usage in gender analysis 
of scientific articles writing. Conclusions and withdrawn along with the future directions ex-
tracted from the current work. A database structure is proposed formed out of statistical cal-
culated percentage of papers depending on the author gender. The relevance of the work can 
be well used as a guide line in writing scientific articles as the main musts in scientific writing 
are presented. 
Keywords: Stylometry, Gender analysis, Clustering algorithms, Space reduction, Feature se-
lection 
 

Introduction 
Stylometry is a very well-spread current 

field of interest among researchers as using 
and integrating in the research this domain can 
result in great conclusions such as object ori-
entation to a particular group. Analyzing the 
writing style can reveal the author identity, 
[1], or even the gender of the author of the text 
paper, [2]. Analysing the text by the concept 
of Bow, Bag Of Words, and other types of fea-
ture collection from a text paper, using sty-
lometry it can also be concluded in a percent-
age of native language vs. non-native lan-
guage writers, [3]. While in other domains 
such as social media, the method of evaluating 
the text using stylometry can conclude in 
proper results, in the area of writing scientific 
papers, just the fact that an author should com-
ply to the writing pattern provided by the sub-
mission guideline and editors generates eye 
related text papers.  

But, within this well-common article struc-
ture, the writing style of an author can still re-
veal unique features just by using an in-deeper 
analysis. This is also what the current research 
paper aims to succeed, that is selecting that set 
of characteristics that best suits grouping sci-
entific articles to be written by male or female. 
Stylometry is an important area in itself, as 
systems for scientific stylometry would give 
sociologists new tools for analysing academic 
communities in scientific journals, and new 
ways to resolve the nature of collaboration in 
specific articles [15]. Authors might also use 
these tools, e.g., to help ensure a consistent 
style in multi-authored papers [16] or to deter-
mine sections of a paper needing revision. 
The originality of the research lies within the 
selection method for the n-dimension space of 
representation of the clustered and supervised 
grouped objects. Even though each scientific 
article written in well-known journals should 
comply with a set of rules that are sometimes 

1 



Informatica Economică vol. 22, no. 1/2018  77 

DOI: 10.12948/issn14531305/22.1.2018.07 
 

very strict or exact, there is still room for in 
the middle approach of the authors that signed 
the papers. 
The present paper is organized with other four 
chapters besides the introduction, starting 
from a wider view of the stylometric analysis 
of English academic writing that is found in 
chapter 2. In chapter 3, a comparison of unsu-
pervised clustering algorithms in done in 
terms of optimization of time and results. A 
metric of evaluating the correctness of the 
classification is also proposed and will be 
used for evaluating the current proposed 
model. 
Combining the stylometry analysis, along 
with clustering and classification algorithms 
and tools, a framework for establishing the 
gender of the authors of English written scien-
tific papers is proposed in chapter 4. This 
framework can also be expended in other ar-
eas of interest and analysis of scientific arti-
cles as it can reveal the tendency of well-writ-
ten articles that were published in renowned 
and high-ranked journals. Conclusions and fu-
ture work are withdrawn in chapter 5. 
 
2 Statistical stylometry analysis in English 
Academic Writing 
Information retrieval, automated learning 
techniques as well as statistical processing of 
natural language deal with, among other 
things, extracting content from text docu-
ments. The extracted content is then used in 
areas such as: classifying the text in specific 
fields, clustering documents to obtain similar 
document sets from the content point of view, 
or assigning the author of the paper. Depend-
ing on how the document is represented, a rep-
resentation based on the terms in which the 
document is composed, the representation of 
its terms and meanings, the representation 
based on the document's features, the results 
of the text-processing can be used to organi-
zation, classification or search within a collec-
tion of documents. 
By combining the level of the author, the doc-
ument represented by the text level and that of 
the membership panel, adding generative 
models, a series of questions find answers, 
such as: the subject that an author deals with 

in a document, the authors who would could 
have written an anonymous document, the in-
tersection of domains, referring to the same 
set of similar features of documents in differ-
ent assignment domains. 
Adding this approach and a level that treats 
stylometry in document analysis can help im-
prove the assignment of the author, the do-
mains, and the topics being treated. The level 
of stylometry also generates a description of 
the diversity of the author's vocabulary, lead-
ing to a model assignment of the documents 
of a set of authors, advancing in the area of 
cultural orientation analysis. The assignment 
of the author, or the ownership of a document 
to a specific author, the quest to deduce an au-
thor's writing characteristics from the charac-
ter set of documents written by that author as 
presented in [4] is a long debated issue and a 
wide range of applications. 
A general approach to the document-author-
domain link is presented as an initial research 
point of building an extension in cultural ori-
entation. To this end, the semantic analysis is 
presented and introduced into the model using 
WordNet lexical ontology. WordNet is used 
for documents written in English, providing 
the possibility to identify the contextual mean-
ings of polysemantic words. It is demon-
strated that, by transforming the word level 
into a word level, an improvement in the per-
formance of information retrieval techniques 
in text documents is obtained, subsequently 
generating performance in document repre-
sentation as well as in processing it using au-
tomated grading techniques, such as super-
vised and unsupervised. 
Most previous papers on classification of doc-
uments in multiple categories use data sets 
with relatively few assignment categories and 
many instances of training [5]. In [6], models 
based on multinomial or multivariate distribu-
tions of Bernoulli type are presented as vast 
methods encountered in document representa-
tion. In current research, k-means spherical al-
gorithms, along with the properties involved 
in document clustering, are used in special 
cases of generative models. Genetic patterns 
for text usually associate a multinomial with 
each association class or domain [7] and [8]. 
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The statistical analysis of style, stylometry, as 
described in [9], proceeds from the demon-
strated presumption that an author's style has 
certain characteristics that cannot be identi-
fied by direct manipulation. Thus, these are 
the components underlying the methods of 
identifying the author of anonymous works or 
not. An author's style may vary over time due 
to the various areas in which it writes or per-
sonal development. Generally, stylometry 
should identify features that do not depend on 
these changes, but are sufficient to character-
ize and differentiate one author from another. 
Two different patterns for extracting stylome-
try from text documents involve the use of dis-
tinctive description features of the style that 
characterizes a specific author and patterns 
that focus on extracting the general semantic 
content of a document rather than the details 
of the style of the person who wrote the docu-
ment. 
The probabilistic generative model reduces 
the process of writing a text document to a se-
ries of simple probabilistic steps. The first step 
is to generate those probabilistic models by re-
trieving the document into a set of words and 
their number of occurrences in the text. The 
plurality of words can be made up of the first 
words most commonly used. Choosing the op-
timal value for the n variable is made based on 
maximizing the percentage of information re-
tained in the context of minimizing the num-
ber of word-type features used to describe and 
model the manipulated objects. 
In order to extract that set of writing style fea-
tures that define at maximum the lexical, se-
mantic and cultural components of an author 
through the specialized work written by him, 
the initial set of characteristics is defined as 
the set on which they are run different combi-
nations. Thus, the set of writing style features 
consists of the components: 
• average word length; 
• the average length of the sentences, meas-

ured in number of words; 
• the number of link words relative to the to-

tal number of words identified in the doc-
uments analyzed; 

• the frequency of use of special signs; 
• Type-Token vocabulary wealth; 

• the semantic vocabulary semantics; 
• Frequency of speech parts. 
Also, besides the set of seven writing style 
features, two features are described that de-
scribe the semantic component, characteris-
tics that are calculated using the WordNet on-
tology. 
In this respect, the following variables are 
used: 
• the word on position i in the set of words 

that make up the analyzed document; 
• Contextual meaning that is returned for 

the word using the WSD component, 
Word Sense Disambiguation, available in 
the WordNet ontology; 

• the weight of the context of the word, 
weight which is taken from the WordNet 
lexical ontology and which is calculated 
using a set of training; 

• ISC is the indicator of contextual mean-
ings used by an author, on average in the 
specialized works that have him as the au-
thor; 

• IPSC is the weighted indicator of contex-
tual meanings used by an author, on aver-
age in the specialized works that have it 
as the author, weighted with the probabil-
ity of occurrence of the meanings in the 
WordNet ontology. 

The two proposed indicators, ISC and IPSC, 
complement the initial set of characteristics by 
integrating the analysis of the use of the com-
mon or non-polar meanings of polysemantic 
words. ISC, Contextual Context Indicator, is 
calculated based on the formula: ܥܵܫ = ∑ ௡௜ୀଵ݊(௜ݓ)ݏ  
where: 
• n represents the cardinality of the set of words extracted from the analyzed document, the set of words being not reduced by eliminating the redundant words, due to the possibility of using multiple-sense words within the same document. 

On the other hand, IPSC, the Weighted Con-
textual Meaning Indicator, derives from the 
ISC indicator, but is improved by integrating 
the probabilities of occurrence of each contex-
tual sense using the formula: 



Informatica Economică vol. 22, no. 1/2018  79 

DOI: 10.12948/issn14531305/22.1.2018.07 
 

ܥܵܲܫ = ∑ (௜ݓ)ݏ × ௡௜ୀଵ( (௜ݓ)ݏ)݌1 ݊  
 

IPSC is a variable inversely proportional to 
the percentage of occurrence of contextual 
meanings of polysemanic words:

۔ە
ۓ ( (௜ݓ)ݏ)݌ → 1 ⇒ ( (௜ݓ)ݏ)݌1 → 0 ⇒ ܥܵܲܫ → ( (௜ݓ)ݏ)݌0 → 0 ⇒ ( (௜ݓ)ݏ)݌1 → ∞ ⇒ ܥܵܲܫ → ∞ 

 

A value of the IPSC variable of 0 indicates the 
use of common contextual meanings, while a 
value of the indicator ܥܵܲܫ → ∞ leads to an 
interpretation that the author usually uses the 

less contextual meanings of polysemantic 
words. 
Table 1 contains the initial set of writing 
style characteristics separated in the two ar-
eas of interest: lexical features and semantic 
features. 

 
Table 1 Set of writing style features categorized in the two analysis directions 

Lexical characteristics Semantic characteristics 
Average word length Contextual Meter Indicator 
Average word length, measured 
in number of words 

Weighted Contextual 
Meaning indicator 

The number of link words rela-
tive to the total number of words 
identified in the documents ana-
lyzed 

The richnessh of the Type - 
Token vocabulary 

Frequency of use of special 
signs, {, ; . !? @#$%& ∗ (){}[]} 

Vocabulary semantic 
wealth 

 Frequency of parts of 
speech 

 
In order to choose the set that best character-
izes from the point of view of the cultural af-
filiation of the authors of the specialized 

works is defined the set of combinations with 
NC cardinality, which can be generated from 
the nine characteristics listed in Table 1, so: 

ܥܰ  = ଽଵܥ + ଽଶܥ + ⋯ + ଽଽܥ = 2ଽ −  ݏ݊݋݅ݐܾܽ݊݅݉݋ܿ 1
 
 
The choice of the optimal combination is per-
formed using the objective function that ful-
fils the cluster formation conditions in the 
non-supervised classification: 
• minimizing inter-cluster dispersion; 
• maximizing intra-cluster dispersion. 
Thus, the combination of the use of the writ-
ing style features is chosen so that the groups 
of objects formed are as compact and at the 
same time spaced apart. 

3 Clustering and metric space reduction al-
gorithms and tools 
Found at the intersection of fundamental do-
mains such as computer science, knowledge 
theory, decision theory, geometry, probabilis-
tic theory and statistical mathematics, the the-
ory of form recognition knows in present ap-
plications of which sphere is widely spread 
from the anthropological research down to 
hardware and software design, [10]. Theory of 
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form recognition is defined by the rules, prin-
ciples, methods, decision and analysis tools 
used with the aim of identifying the member-
ship of objects, units, phenomena, actions, 
processes the different sets with well-defined 
individuality.  
The theory of form recognition is divided in 
two categories: supervised and unsupervised 
learning. The classifiers are part of the super-
vised learning and use information about the 
membership of an object in order to classify 
new objects in one of the defined sets, while 
unsupervised learning, represented by the 
clustering analysis, groups the initial set of ob-
jects according to their characteristic, generat-
ing partitions of the initial set of objects. 
Data clustering, also known as clustering 
analysis, is defined by Webster, Merriam-
Webster Online Dictionary, as being o statis-
tical classification technique for discovering if 
the individuals from a population can be di-
vided in different groups by quantitative com-
paring of their characteristics. The objectives 
of clustering analysis are given by: 

• the understanding of structures, in order to 
generate hypothesis upon the data or to de-
tect abnormalities; 

• the natural classification, for identifying 
the degree of similarity among forms; 

• the compression of data, as a method of 
data organization and summary in struc-
tures given by the clusters. 

The evaluation of cluster methods is done at 
the: 
• local level, for the evaluation of the results 

obtained by a particular clustering method 
that varies depending on the input parame-
ters, like the number of cluster, optimiza-
tion function or the finishing point, result-
ing a number of local optimum equal to the 
number of different clustering methods 
used;  

• global level, for the evaluation of the re-
sults of the local optimum and choosing the 
one that maximizes the optimization func-
tion, resulting a global optimum that char-
acterizes the best the initial set of objects.  

Starting from the initial set of objects, X, each 
object has a domain membership associated to 
it, domains that are initial set to, ଵܶ, ଶܶ, … , ௞ܶ, 

where k represents the total number of classes 
the objects are assigned in.  
 ௜ܶ = ൛ݔ௝ห݆ ∈ {1,2, … , ݉}, ௝൯ݔ൫ݐ = ݅ൟ 
 
where: 

 .௝ is assigned from the set of objects Xݔ ௝൯ represents the class in which objectݔ൫ݐ •
Based on the partitions ଵܶ, ଶܶ, … , ௞ܶ of the in-
itial X set, the correlation between objects ma-
trix is formed, MCP, in terms of objects’ in-
teraction from the same partition, with ܲܥܯ ∈ℳ௠×௠{0,1}, thereby: ݉ܿ݌௜௝ = ቊ 1, (௜ݔ)ݐ = ,௝൯0ݔ൫ݐ (௜ݔ)ݐ ≠   ௝൯ݔ൫ݐ
After applying each clustering method pro-
posed, the result is given by the number of re-
sulted clusters, k, and a set of partitions, ܥଵ, ,ଶܥ … , -௞. With these partitions, the correܥ
lation between the objects operator is applied, 
resulting the correlation matrix of the objects 
clustered, MCC, with ܥܥܯ ∈ ℳ௠×௠{0,1}, 
defined by: 
 ݉ܿܿ௜௝ = ቊ1, (௜ݔ)ܿ = ܿ൫ݔ௝൯0, (௜ݔ)ܿ ≠ ܿ൫ݔ௝൯  
 
where: 
• ܿ൫ݔ௝൯ represents the cluster in which the object ݔ௝ is clustered. 

The matrix of cluster evaluation, MEC, by 
comparing the initial grouping in k sets with 
the sets given by the clustering analysis, is 
computed out of the MCP and MCC matrixes: 
 ݉݁ܿ௜௝ = ቊ1, ൫ ݉ܿ݌௜௝ + ݉ܿܿ௜௝൯%2 = 00, ൫ ݉ܿ݌௜௝ + ݉ܿܿ௜௝൯%2 = 1 

 
where: 
•  x%y returned the rest of dividing x to y. 

Using the clustering evaluation matrix, the In-
dicator for Cluster Evaluation, ICE, is calcu-
lated, and measures the degree of clustering 
correctness reported to the prior grouping of 
the analyzed objects, thereby: 
ܧܥܫ  = ∑ ∑ ݉݁ܿ௜௝௠௝ୀଵ௠௜ୀଵ ݉ଶ × 100 
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The ICE metric takes values in the [0%; 100%] interval. ICE=0% if no cluster 
corresponds according to the objects’ interac-
tions from the same group with the initial 
grouping, and ICE=100% if all the clusters 
are identical to the initial k sets. 

4 Proposed model for domain oriented pat-
tern construction in gender clustering 
Combining the algorithms and tools presented 
in the current research paper, figure 1 contains 
the major steps which should be followed in 
order to gain a pattern description of the ana-
lyzed research papers 
.

 

 
Fig. 1. Methodology for domain oriented pattern construction in gender clustering 

 
Step 1, Selecting the initial training set of prior 
classified scientific articles, imply is deter-
mining the dimension of desired classifica-
tion. If a wide range of domain oriented scien-
tific articles are inserted within the training 
set, a big number of articles are needed for 
each proposed domain group. For determining 
the domain orientation of the article, WordNet 
lexical ontology is used. Under lemmatizing 
and stemming algorithms, the desired parts of 
the articles are divided into words and the to-
ken is extracted using stemming algorithms. 
This involves the space dimension of the arti-
cle seen as a Bag Of Words. Using the simi-
larity metric proposed within WordNet lexical 
ontology, each token is computed and each ar-
ticle is classified within the closest domain 

set. This technique does not involve prior 
manual classification, as the running algo-
rithm can obtain the results. 
Following step 2, with the run of two different 
clustering algorithms, DBSCAN and k-
Means, each group of domain articles are 
computed in their centroid representation. 
This representation, again done under Bag of 
Words space-dimension, represent the mean 
of each domain in terms of words used. For 
this step, a prior reduction of the common 
words can be done, extracting from the analy-
sis the words that are probabilistic found sim-
ilar within each analyzed domain.  
Using the results from step 2, the centroids, 
Principal Component Analysis is conducted 
again in order to diminish the space dimension 

Selecting the initial training set of prior classified 
scientific articles

Running two clustering algorithms for extracting the 
centroids for each obtained group

Using the classification metric evaluation for 
determining the percentage of classification

Using PCA for lowering the space dimension of object 
representation

Testing the algorithm using addition testing set formed 
out of other scientific articles

Describing the formed groups based on their 
calculated centroids

Adding aditional layers of evaluation using features 
extracted within the analyzed scientific articles
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of the representation of the objects. Selecting 
the best features that characterize the articles 
in the terms of the current classification. The 
objective of this step is to reduce the time con-
sumption for running the whole model for 
generating pattern in English written scientific 
articles. Similar results were obtained also by 
studies such as [17] and [18].  
For proper testing of the obtained centroids, 
additional testing using cross-fold technique 
are done within step 3, Testing the algorithm 
using additional testing set formed out of 
other scientific articles. The technique in-
volves putting aside a percentage of articles 
from the initial test that were prior classified 
and used just for the testing phase. This con-
cludes in a more rigorous testing as cross-fold 
is recommended to be used several times until 
a threshold is obtained. 
In step 4, Describing the formed groups based 
on their calculated centroids, a text descrip-
tion is done for each domain group using the 
mean of each group. 
For further stylometry analysis, additional 
characteristics can be added within the present 
classification, for step 5, such as: abstract 
length, percentage of common words, per-
centage of domain oriented tokens used. The 
title of each article can be analyzed separated 
from the abstract and other text parts of the ar-
ticle, as this combination of words are 
stronger related to the general article. 
 
5 Conclusions and future work 
The proposed model for domain oriented pat-
tern construction in gender clustering and fur-
ther classification combines an initial layer of 
stylometry analysis upon the writing style of 
authors male and female with the supervised 
and unsupervised clustering techniques avail-
able. Using an initial supervises classified sci-
entific articles the best set of writing style fea-
tures are extracted. The writing style features 
contains semantic and lexical analysis, while 
combining a lexical ontology such as Word-
Net in order to compute the results to each an-
alyzed domain oriented text paper.  
Creating a writing pattern for each domain 
oriented scientific paper can decrease the level 

of generality, thus creating more concrete pat-
terns for evaluating the papers. A further divi-
sion is done within this set of articles, the gen-
der of the authors. Future work is focused on 
implementing the proposed model in order to 
obtain the desired patterns. Addition refine-
ment may be needed for optimal results.  
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