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The success of IT projects is influenced by risk and risk management according to the existing project management literature. The paper emphasizes the role of risk management and its contribution to projects success in the existing literature. The methodology applied is based on documentary study review and analysis of the concepts used by the literature. We analyzed the literature published between 1978 and 2012 from the main IT project management journals and publications. The results are that risk management is a very important component of the project management process and it is assumed implicitly to work in favour of project success. We also performed a quantitative analysis of how risk management processes affect the subjective and objective performance of IT projects in Romanian IT companies.
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1 Introduction

“Risk management is an essential process for the successful delivery of IT projects” [1]; [2], and “risk management offers genuine and significant benefits to organizations, their projects and their stakeholders, but these will never be achieved without recognition of the importance of managing risk at all levels in the business, matched with operational effectiveness in executing risk management in practice” [3]. Effective IT project management has been discussed by academics and practitioners since 1978 [4]. Existing literature discusses several conceptual frameworks for explaining different types of IT risks, risk management strategies and measures of software projects performance [5]; [6]; [7]; [8]; [9]. Risk management is the most important management tool a project manager can use to increase the likelihood of project success. Because risk management is often not used or not understood, those that implement the risk management processes in their projects can have a significant competitive advantage [10].

There are several approaches to risk management in the IT projects literature, and the main ones are: the evaluation approach, the management approach and the contingency approach [11].

Also, the literature is defining project success [12]: in the traditional, vendor-oriented way, based on time, budget and quality/requirements criteria [13], and in the non-traditional, broadening way, that refers to the concept of project performance using dimensions like product and process performance [9]; [14]; [15]; [16]; [17].

2 Research Methodology

Research problems

(1) A documentary study and analysis of the risk management related concepts used in the literature.
(2) Also, we propose an analysis of the role and the effects of risk management on the success of IT projects.

Research design

The research methodology consisted of two stages:


• Applying an online questionnaire in Romanian IT companies with questions
about how the project managers perform risk management in IT projects and how the most recent completed IT project turned out.

Sample, population or subjects
The target population for the empirical analysis consisted of project managers, IT managers and IT analysts in Romanian IT companies, and the sample was derived from a combination of the convenience method and the snow-ball method on a 361 company database between the 10th of June 2012 and the 11th of July 2012. We received 108 answers (28.35%), out of which we validated 106, from 72 companies (19.95%).

Instrumentation and materials
The questionnaire was developed in Google-Docs and the data were processed using Microsoft® Excel 2007 and IBM® SPSS 19.

Variables in the research
The variables in the empirical research are the practices of risk management used in IT projects and the performance of the IT project – subjective and objective (Figure 1). Each risk management practice was represented by a nominal variable, the subjective performance of the IT project, as perceived by the respondents was represented by a nominal variable on a 5-point Likert scale (5 being the highest degree, 1 being the lowest degree) and the objective performance of the IT project, as perceived by the respondents was represented by a nominal variable.

We formulated two main hypotheses:

H1 – Risk management practices are correlated with the subjective performance of IT projects
H2 – Risk management practices are correlated with the objective performance of the projects

Data analysis
We performed r-Pearson correlation tests in order to test the correlation between applying risk management processes and the performance of the IT project.

3 Findings
3.1 Risk management approaches in IT projects
Professionals affirm that risk management has to be done in the way the best practice books recommend it [18]; [19]; [20]; [21]. This concept is also found in risk management literature [22]. Best practice project management standards imply that effective risk management leads to project success [23]; [24].

Early researchers that have had a common interest concerning risk and uncertainty in IT projects [4]; [25]; [26]; [27]; [28] treat risk management as an ex-post evaluation process [11]. The evaluation approach answers the question what causes projects to fail and has three main elements: known risk factors, the process of project risk management and new factors. It is assumed that it is likely that knowledge of the risks and their causes will have a positive impact on the project outcome. The
The aim of this approach is to create project predictability in new projects by using information regarding risks and causes of project failure gathered from previous projects [11]. This approach considers the process of risk management from an analytical point of view in determining the risk factors and causes of project failure. It evaluates risks that have already occurred thus learning from past projects. The evaluation may result in changing the project risk management methodology, but literature indicates that knowledge of risk factors is not enough to contribute to project success. The contribution of the evaluation approach of risk management to project success is indirect, the knowledge being used in future projects, thus leading possibly to project success.

The management approach answers the question how to deal with risks in order to prevent project failure. Chapman and Ward [29] assume that by improving the project planning, budget and design, project risk management will contribute to the success of the project.

Risk management is a process consisting of specific phases: identification, analysis, response, monitoring and control [11]. The management approach to risk management is based on rational decision making. It aims at identifying the events and situations specific to projects that can influence the original plan and developing measures to keep the current project on track. The contribution of the management approach of risk management to project success is direct because it deals with the actual risks of the current project.

During the last years, the management approach is assumed implicitly to work in favour of project success, risk management having a key role in delivering successful projects and as a result, the stakeholders are aware of the fact that there are risks, based on which, they adjust their expectations and behaviour.

Another approach discusses risk management, project success and the relationship between them from a contingency perspective [30]; [31]; [32]. According to the contingency approach, risk management is embedded in the different processes and procedures of the project [11], so it is not a specific process.

3.2 Project success and project performance

The traditional view on project success is measured by time, budget and requirements/quality criteria [13]; [33]; [34]; [35]. The “time-budget-requirements” definition of project success is only influenced by the interests of the vendor or supplier in Turner and Cochrane’s opinion [13].

There are several researchers that use the concept of project performance instead of project success [9]; [14]; [15]; [16]; [17]; [36]. Project performance is defined by Nidumolu [14] as “the degree to which the software project achieves success in the perspective of process and product” [16]; [17]. They use terms like product performance and process performance, but they refer also to time and budget - process performance, as well as requirements - product performance [12]; [15].

Table 1 presents the dimensions of project performance.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Process performance</td>
<td>- Learning</td>
<td>- The project was completed within budget</td>
</tr>
<tr>
<td></td>
<td>- Process control</td>
<td>- The project was completed within schedule</td>
</tr>
<tr>
<td></td>
<td>- Quality of interactions</td>
<td></td>
</tr>
</tbody>
</table>
Project performance has been defined as the extent to which the software development process has been undertaken as well as performance of the delivered system from users’ point of view. Even though the software delivered by the project may be of high quality, the project itself may have significantly exceeded time and cost projections. Vice versa, well-managed projects can adhere to cost and schedule, but may deliver poor systems. Recent researchers claim that there are multiple constraints in a project [37]. Now, there are more complex projects, where the traditional triple constraints success factors are constantly shifting. For example, as in Figure 2, for traditional projects, time, cost, and scope may be a higher priority than the image/reputation, quality and value constraints. Also, the fourth edition of the PMBOK Guide [18] does not use the term “triple constraints” any more. Instead, because there can be more than three constraints, it uses the “competing constraints” term, claiming that “the exact number of success constraints and their relative significance can change for each project” [37].

According to project management theory [13]; [39], project risk management has a positive effect on project success in terms of “on time, within budget delivery” of a pre-defined result. Ropponen and Lyytinen [22] state that a frequent and continuous use of risk management measures by project managers in various projects over time contrib-
utes positively to the effectiveness of risk management in their own projects. But, there are several factors that can reduce the likelihood that formal project risk management is used [40]. These factors include:

- The problem of hindsight (uncertainty in project);
- The problem of ownership of risk management processes;
- The problem of cost justification for applying risk management procedures;
- Lack of expertise from project managers regarding risk management;
- The problem of stakeholder anxiety.

Considering the subjective aspect, project success is also measured by asking individual project members for their opinion on the outcomes of their project. Studies have shown that different stakeholders have different perceptions of risk, management processes and procedures and project success, because of their different objectives [41]; [42].

Risk management is an “instrument” through which project managers identify, analyse and control project risks, and is considered in a social context, meaning that interactions between actors in the risk management process may be able to influence perceptions and valuations of the stakeholders regarding reality, particularly in relation to the outcomes of the project [43].

The fact that project management practitioners pay attention to project risks is likely to have more impact on IT project success than following the steps prescribed in the risk management process. Risk management should be proactive, not reactive, and it should reduce the number of surprises and give a better understanding of the most likely results of negative events.

Practices and techniques used in the risk management process must try to increase the satisfaction of stakeholders and escalate the chances of IT project success [38]. Risk management execution must be shared by all stakeholders [44]. The main stakeholders can even be included on the risk management team. They have a valuable perspective, and involving them in the risk management process they become more committed to project success. Each stakeholder can bring different expertise, standards, priorities, and agendas to the project.

The availability of a contingency plan (an alternative plan that will be used if a possible unforeseen risk event becomes a reality) can significantly increase the chances for project success [38], and project risk management can positively influence project performance through the creation of a contingency plan or by influencing project time, budget or design plans [29].

Also, important roles in risk management and project performance have the communication between stakeholders, collaboration between stakeholders and more creative thinking, mentioned by Chapman and Ward [29]. Project stakeholders claim that different risk management activities are used to influence the behaviour, perceptions and expectations of other stakeholders and that risk management activities are used in order to create and maintain inter-stakeholder relationships. As reported by the stakeholders, these effects contribute to the success of the project, therefore, their decision is to use these risk management activities on their projects. The effects of different risk management practices on project success are presented in Table 2.

<table>
<thead>
<tr>
<th>Risk management practice</th>
<th>Effects contributing to project success</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Management Planning</td>
<td>- Indicate importance of actions</td>
</tr>
<tr>
<td></td>
<td>- Communicate intended actions</td>
</tr>
</tbody>
</table>

Table 2. Effects of risk management practices on project success in existing literature [43]
Kutsch and Hall [40] conclude their study by affirming that there has been little research taken to establish whether project managers involved in IT projects actually apply risk management and what reasons lay behind their decisions to not pursue any active management of risk in some cases. There appears to be a lot of literature on the reactive attitude of project managers instead of a proactive one. Also, the results in the study of Jun et al. [12] reveal that risk management factors have different impacts on different dimensions of project performance.

The use of project risk management practices affect the project success as perceived by stakeholders (project managers, IT service suppliers, and business owners) regarding IT projects, because of communicative effects: perception and action. Communicative effects occur as a result of interaction between project stakeholders during the execution of risk management activities [43].

We grouped the main risk management practices into 4 main categories: risk identification, risk analysis, risk response planning and risk response monitoring and control, according to the literature [22]; [36]; [40]; [47]. The main practices are grouped in Table 3.

Table 3. Risk management practices in IT projects [own development]
### B. Risk Analysis

- Scenario analysis
- Decision tree
- PERT Diagram
- Risk Assessment form
- Risk map
- Risk Breakdown Matrix
- Score analysis (PRINCE2)
- Monte Carlo Simulation
- SRE Method (SEI)

### C. Risk Response Planning

- Contingency plan
- Risk mitigation
- Risk prevention
- Risk avoidance
- Risk acceptance
- Risk transfer
- Risk outsourcing

### D. Risk Response Monitoring and Control

- Change control
- Risk reassessment
- Risk audit
- Trend analysis
- Technical performance measurement
- Status meetings

### 3.4. Empirical findings

We tested the reliability of the scale for the subjective performance construct and the 9 item scale used had a reliability coefficient alpha-Cronbach of 0.877 (>0.7). The KMO test value was 0.905 (>0.7), and the Bartlett sphericity test was 496.17 (significance p<0.01).

The next step in the research was to split the main two hypotheses in 4 first grade sub-hypothesis and 12 second grade sub-hypotheses in order to test each risk management process in correlation with the subjective and objective performance of the IT project. We applied the r-Pearson correlation test, and the results are as follows:

- **H1 – Applying risk management practices is correlated with the subjective performance of the IT project**
  - **H1a – Risk identification is correlated with the subjective performance of the IT project**
    The H1a hypothesis was rejected, because the significance level was 0.175 (>0.05). The correlation between risk identification and the subjective performance is not considered significant from a statistical point of view.
  - **H1b – Risk analysis is correlated with the subjective performance of the IT project**
    The H2a hypothesis was accepted, the significance level was 0.001 (<0.05). The r-Pearson coefficient was 0.309, and this indicates a low-medium intensity correlation between applying risk analysis practices and the subjective performance of the IT project.
  - **H1c – Risk response planning is correlated with the subjective performance of the IT project**
    The H1a hypothesis was rejected, because the significance level was 0.120 (>0.05). The correlation between risk response planning and the subjective performance is not considered significant from a statistical point of view.
  - **H1b – Risk response monitoring and control is correlated with the subjective performance of the IT project**
    The H2a hypothesis was accepted, the significance level was 0.033 (<0.05). The r-Pearson coefficient was 0.207, and this indicates a low intensity correlation between applying risk response monitoring and control, and the subjective performance of the IT project.
H2 – Applying risk management practices is correlated with the objective performance of the IT project

H2a – Risk management practices are correlated with cost overrun

- H2a1 – Risk identification is correlated with cost overrun
The H2a1 hypothesis was rejected, because the significance level was 0.501 (>0.05). The correlation between risk identification and cost overrun is not considered significant from a statistical point of view.

- H2a2 – Risk analysis is correlated with cost overrun
The H2a2 hypothesis was rejected, because the significance level was 0.604 (>0.05). The correlation between risk analysis and cost overrun is not considered significant from a statistical point of view.

- H2a3 – Risk response planning is correlated with cost overrun
The H2a3 hypothesis was rejected, because the significance level was 0.443 (>0.05). The correlation between risk response planning and cost overrun is not considered significant from a statistical point of view.

- H2a4 – Risk response monitoring and control is correlated with cost overrun
The H2a4 hypothesis was rejected, because the significance level was 0.062 (>0.05). The correlation between risk response monitoring and control, and cost overrun is not considered significant from a statistical point of view.

H2b – Risk management practices are correlated with schedule overrun

- H2b1 – Risk identification is correlated with schedule overrun
The H2b1 hypothesis was rejected, because the significance level was 0.657 (>0.05). The correlation between risk identification and schedule overrun is not considered significant from a statistical point of view.

- H2b2 – Risk analysis is correlated with schedule overrun
The H2b2 hypothesis was rejected, because the significance level was 0.365 (>0.05). The correlation between risk analysis and schedule overrun is not considered significant from a statistical point of view.

- H2b3 – Risk response planning is correlated with schedule overrun
The H2b3 hypothesis was rejected, because the significance level was 0.053 (>0.05). The correlation between risk response planning and schedule overrun is not considered significant from a statistical point of view.

- H2b4 – Risk response monitoring and control is correlated with schedule overrun
The H2b4 hypothesis was rejected, because the significance level was 0.328 (>0.05). The correlation between risk response monitoring and control, and schedule overrun is not considered significant from a statistical point of view.

H2c – Risk management practices are correlated with effort overrun

- H2c1 – Risk identification is correlated with effort overrun
The H2c1 hypothesis was rejected, because the significance level was 0.630 (>0.05). The correlation between risk identification and effort overrun is not considered significant from a statistical point of view.

- H2c2 – Risk analysis is correlated with effort overrun
The H2c2 hypothesis was rejected, because the significance level was 0.365 (>0.05). The correlation between risk analysis and effort overrun is not considered significant from a statistical point of view.

- H2c3 – Risk response planning is correlated with effort overrun
The H2c3 hypothesis was rejected, because the significance level was 0.057 (>0.05). The correlation between risk response planning and effort overrun is not considered significant from a statistical point of view.

- H2c4 – Risk response monitoring and control is correlated with effort overrun
The H2c4 hypothesis was rejected, because the significance level was 0.114 (>0.05). The correlation between risk response monitoring and control and effort overrun is not considered significant from a statistical point of view.
The results of the hypotheses testing are summarized in Table 4.

Table 4. Hypotheses test results [own development]

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>r-Pearson</th>
<th>Sig. (2-tailed)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a</td>
<td>0.133</td>
<td>0.175</td>
<td>Rejected</td>
</tr>
<tr>
<td><strong>H1b</strong></td>
<td>0.309**</td>
<td>0.001</td>
<td>Accepted</td>
</tr>
<tr>
<td>H1c</td>
<td>0.152</td>
<td>0.120</td>
<td>Rejected</td>
</tr>
<tr>
<td>H1d</td>
<td>0.207*</td>
<td>0.033</td>
<td>Accepted</td>
</tr>
<tr>
<td>H2a1</td>
<td>-0.067</td>
<td>0.501</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2a2</td>
<td>-0.051</td>
<td>0.604</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2a3</td>
<td>0.076</td>
<td>0.443</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2a4</td>
<td>-0.183</td>
<td>0.062</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2b1</td>
<td>-0.044</td>
<td>0.657</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2b2</td>
<td>0.039</td>
<td>0.694</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2b3</td>
<td>0.190</td>
<td>0.053</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2b4</td>
<td>-0.097</td>
<td>0.328</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2c1</td>
<td>-0.048</td>
<td>0.630</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2c2</td>
<td>-0.090</td>
<td>0.365</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2c3</td>
<td>0.187</td>
<td>0.057</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2c4</td>
<td>-0.156</td>
<td>0.114</td>
<td>Rejected</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).
* . Correlation is significant at the 0.05 level (2-tailed).

The first hypothesis \( H1 \) is partially confirmed, risk analysis and risk monitoring and control being correlated with the subjective performance of the IT project.

The second hypothesis \( H2 \) is rejected, risk management practices not being correlated with the objective performance of the IT project.

4 Conclusions

Risk is an inherent component of software development projects, as well as implementation projects. Having origins in engineering, project management inevitably implies that the application of procedures and processes according to the best practice standards leads to project success [11]. The project procedures and processes need to be improved in case a project fails, [45].

Project stakeholders may use various project success definitions [35]. Therefore, the contribution of risk management should be considered in relation to a broader definition of project success. The majority of publications that relate risk management to project success in the literature refer to the traditional “time-budget-requirements” definition of project success. However, this approach is not in line with the view presented by other literature that project success means more than just meeting time and budget constraints and requirements.

The triple constraints of project success are still important, but in today’s definition, success is “when the planned business value is achieved within the imposed constraints and assumptions, and the customer receives the desired value”, so we are using the term “competing constraints” [37].

There is limited empirical evidence that current risk management practices contribute to success in IT projects [43]. Furthermore, the literature indicates that the assumptions, on which risk management in project management methodology is based, are often incorrect for IT projects. Still, specific risk management activities are and will often be used in IT projects.

Success or failure depends on the contributions of stakeholders: top management, func-
tional managers, customers, suppliers, contractors, and others [38], and that is why stakeholders must be involved in the risk management process.

Project management, including the key process of project risk management, is described as self-evidently correct [23]. However, it appears that factors such as the perception of stakeholders interfere with fundamental assumptions in traditional project risk management. An IT project manager’s decision not to apply project risk management procedures may be irrational, at least if we start from the premise that the project manager chooses not to apply a “self-evidently” correct process to reduce the impact of risk on the project outcome. A project manager would act sensibly by not applying project risk management because he can rate the utility of not using project risk management as higher than the utility of confronting stakeholders with discomforting information [40]. Project stakeholders indicate that various risk management activities are used to influence other stakeholders’ behaviour, perceptions and expectations and that risk management activities are used in order to create and maintain inter-stakeholder relationships.

Weick and Sutcliffe [46] discussed awareness creation and attention shaping as conditions for stakeholder behaviour in uncertain situations. In this respect, risk management has a vital role in project success because the stakeholders are aware of the fact that there are risks, on the basis of which they adjust their expectations and behaviour accordingly. Risk management practitioners are aware that risk management can help them gather information and support their decision making process, and also influence stakeholder expectations and perceptions, thus creating a better environment for more effective stakeholder actions. This may also contribute to the success of the project [43].

Risk management in IT projects is essential to: help avoid project failure; avoid rework; focus and balance team effort and stimulate win-win situations [27]; [47]. Risk and risk management have a key role because IT projects can be “vehicles of delivering IT-enabled organizational change, so achieving business objectives can be critically dependent upon their success” [47].

Perhaps other project management instruments, such as planning or change management, or characteristics of the project or the project environment contribute to project success or failure, with only a subordinate role for risk management, or perhaps no role at all [43].

The objective of project risk management must include the minimization of the likelihood and impact of possible risks and the maximization of the likelihood and impact of prospective opportunities. The effects of risk management in IT projects include creating awareness, clarifying expectations, creating acceptance and commitment, establishing trust and setting priorities, thus contributing to a higher success probability of the IT project.

From a theoretical point of view, some sort of risk management practice must be applied, one way or the other, but from the practical point of view, a lot of project manager decide not to apply any risk management because of financial reasons. In the empirical research, considering the Romanian IT companies, the methods and techniques used for risk analysis and risk response monitoring and control are the only processes that influence the subjective performance of the IT project.

Risk identification and risk planning do not influence the subjective performance of the project in terms of reliability, easiness, flexibility, satisfaction and quality.

Also, no method of risk management influenced the objective performance of the IT project in terms of cost, schedule and effort. These negative results can be explained by the reduced size of the population or the sampling method used in this research (106 answers from 72 companies) and this is one of the main limitations of the empirical research, because it does not ensure an acceptable error margin. Considering this, we cannot generalize these conclusions to all the IT companies, further studies in this field being mandatory to for-
mulate a solid conclusion regarding the role and effects of applying risk management in successful IT projects. Future research should include interviews with IT project managers on specific IT projects and should consider the client point of view regarding the success of the project.
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