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Today’s scientific progress is closely related with data processing, a process is implemented using algorithms, but in order to have a result, algorithms need data, and data are generated by sensors, particularly satellite imagery or collaborative GIS platforms. The progress has made those imaging capturing sensors more and more accurate therefore the generated data are becoming larger and larger. The problem is mostly related to the operating system and sometimes software design’s inability to manage contiguous spaces of memory. In an ironic turn of events, those data sometimes cannot be held all at once in a computer system to be analyzed. A solution needed to be devised to overcome this easy problem at first, but complex in implementation. The answer is somehow hidden, but is has been around since the birth of computer science, and is called a memory cache, which is basically at its origins a fast memory. We can adjust this concept in software programming by identifying the problem and coming up with an implementation. The data cache can be implemented in many various ways but here we will present one based on LRU (least recently used) algorithm mostly to handle three dimension arrays, called 3dCache which is widely compatible with software packages that supports external tools such as Matlab or a programming environment like C++.
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1 Introduction

This paper describes a solution to a problem that somehow it is hidden to the average and even expert user of a computer system. When it comes to operating large volumes of data, most computer systems have a problem allocation large contiguous space in memory \cite{1}, \cite{14} even if it has 4, 8, 16 or more GB of RAM at their disposal. The problem is mostly related to the operating system and sometimes software design’s \cite{10} inability to manage contiguous spaces of memory or model representation \cite{4}. The problem becomes even more troubling when a processing algorithm (written in Matlab, C++ or other environment) behaves perfectly running on small amount of data but when it comes to large volumes it simply brakes down. The need for a solution came obvious where sophisticated processing in the field of satellite imagery. For those kind of data is common place to have a resolution than \(10000 \times 10000\) with 20 bands staked \cite{6}, having a precision of 32 bit in depth, which means roughly 8 GB of data and for the simplest operation we needed memory space of at least twice, more than 16 GB of RAM. So, having this hypothesis in place we created the 3dCache package which can be implemented and integrated into C++ and all software packages which have the ability to use compiled code, including Matlab.

2 General Overview

The current implementation is based on LRU (Least Recently Used) algorithm, which has been around since the birth of computer science, in various implementations \cite{3}, \cite{9}, \cite{11}, web solutions (proxies, web-servers, etc.), generic improvements of CPU execution time. In a computer system, as a hole, enhancements are added in order to overcome the never ending need of processing power. One of those enhancements is the addition a specialized memory between the CPU and main system memory called a cache memory \cite{8}. The cache is much faster in terms of access but is limited in size, therefore there is a need of an algorithm to bring data information from the main memory into the cache and to evict already present data from to cache to the main memory \cite{5}, \cite{8}, \cite{15}. The performance as a hole depends mainly upon the size of the cache, the internal organization, the algorithm used to manage the cache and of course the, nature of the data that the CPU needs to execute. Currently there are a number of tools, which can handle large data volumes of information, such as BOOST Libraries, represented by std::map class \cite{11}, but the main problem with most of them is the inability to predict the actual size the structure used, and given the problem stated before, we encountered the same problem with contiguous space allocation. Also, we should take into consideration that
most satellite imagery processing needs more than two result allocation (one as source and one as destination) so we need a solution that can be used in 100% error free problems related with memory allocation. The main point of view taken into consideration had to be data itself and the types of processing. Usually most satellite imagery (Visible, Infrared, Water Vapors) [6], [16] are grouped into so called products. Those products have some metadata attached but invariably are composed by a stack of images usually the same in width and height, each image from this stack is called a band and represents in some form the date taken from the sensor.

3 Technical Approach
The usual approach of a system that processes data, in general and satellite products particularly is described in figure 1. First a software package detects the format in which the data are stored, allocated the necessary memory for the selected data, and then everything is loaded into internal memory to be analyzed by an algorithm. This process can be optimized in some ways but the general approach remains the same.

As it can be seen, to be effective, the data has to be available, and for this purpose, the data has to load into main memory. The main advantage is speed. If the data is relatively small, there are no special issues, but if the data is large, let’s say more than 1 GB of data, some systems have really big problems managing data internal structures.

Our Approach is a little different. We follow the same reasoning as before, but instead of putting the data into memory we are putting it in a special structure that works with a self-owned swap space. From outside, the algorithm side, it may see the hole data is stored in memory, but in reality everything is swapped between the 3d designated swap space and an internal structure (Figure 2).

In our technical approach we had to take into consideration the following elements:

a) Types of processing in terms of operations over stack layers;

b) Type of data contained in the fore mentioned bands;

c) Operating system;

d) Concurrency, how many processing instances are running in the same time.
Usually most algorithms in this area, satellite imagery, use all the bands when a process decision is been made, so in our architecture we had to take into account this fact. The decision taken was that we need to structure our cache system in something called tiles. Usually tiles are 2d parts of an image, described by width and height, but given the stated issue, our tiles had to be parallelepiped in form (figure 3). The size of the tile is specified by a set of parameters used upon the initialization of the cache.

d) MaxCacheUnitSize, this is the maximum cache that can be used for a tile of one depth. It is possible that de actual size will be smaller.

e) CacheSize, Number of cached elements.

f) bandResolution, representing the size in bytes of the internal representation resolution. It can be long, or double.

Total memory footprint of an internal structure can be calculated using these simple operations:

\[
\text{FootPrint} = \text{cacheSize} \times \text{actualCacheUnitSize},
\]

where \(\text{actualCacheUnitSize} < \text{maxCacheUnitSize}\).  

(1)

The \(\text{actualCacheUnitSize}\) describes the actual size in memory of the unit of cache and is calculated using the following algorithm:

a) Calculate the maximum area of a 2d tile (width and height) that can be used for a one band tile:

\[
\text{maximumArea} = \frac{\text{maxCacheUnitSize}}{\text{noBands} \times \text{bandResolution}}
\]

(2)

b) Calculate maximum tile width using the \(\text{maximumArea}\)

c) Calculate maximum tile height using the \(\text{maximumArea}\)

d) Calculating \(\text{actualCacheUnitSize}\)

\[
\text{actualCacheUnitSize} = \text{tileWidth} \times \text{tileHeight} \times \text{noBands} \times \text{bandResolution}
\]

(3)

Each cache unit is identified by an \textit{index}, which describes a portion of the large dataset into main memory. The translation of a point \(P(x,y,z)\) is determined by the internal address translation of the 3dCache. From the cache time point of view, the
current implementation is using direct mapping, which is faster in terms of internal selection, but it may be insufficient in case of complex processing, as stated in [11].

Given the fact that most processing data are build using various types of data, we built our system in two generic systems, one for integer types, and one for double types.

The operating system was an issue, so we choose to build our system using C++ programming language. First it was developed under windows then ported over Linux.

One of the most important questions we had to answer was if our system will be part of a data processing server. Having this in mind we built the entire cache system fully parametric (size of working cache, size of one single tile, etc.)

Advantages of this approach:

a). Controllable footprint of each instance of this specialized structure
b). No need or little alteration of preexisting algorithms

Disadvantages of this approach:

a). The problem is shifted from the main memory to the disk space in terms of amount of data stored
b). Speed may be an issue, but it depends of the internal management of the 3d Cache

4 Integration and Usage

In Matlab one can import C/C++ (or other kind) code by using the available installed compiler by creating a MEX file [12]. A MEX file is a built-in utility that enables you to call C, C++, or FORTRAN code in MATLAB by compiling your code into a MATLAB Executable called a MEX-file. MEX-files are dynamically linked subroutines that are called as regular MATLAB functions. This requires you to replace your application's main() with a special gateway function - called "mexFunction" - to pass inputs and outputs to and from MATLAB. The operation requires some skills regarding the compilation stages but it can accomplish by using the following steps:

a) On the host system it needs to be installed a compiler [13] A full list can be found on the bibliography
b) Use the following command to compile 3dCache main file, let’s say Matrix.cpp

mex Matrix.cpp
c) Call from the Matlab console Matrix.cpp with the documentation provided parameters.

To gain access from an IDE, Visual Studio or otherwise to the enhancements provided by de

3dCache system you have to follow a few steps:

a) Import the necessary libraries
b) Instantiate the class using:

\texttt{Cache3dDouble \texttt{matrix}}(\texttt{width, height, noBands, maximulAllowedCacheUnitSize, noOfUnits})
c) Get a value \texttt{double value=matrix(x,y,z)}
d) Set a value \texttt{matrix(x,y,z)=value}

5 Results

The nature of the proposed algorithm and implementation makes hard or impossible to compare it with other similar solution mainly due to:

a) It has been built to serve a specific kind of applications
b) Limited uses in terms of multidimensional data structure
c) Can hold only certain types of data, now are available only long and double

Given the condition(s) above we will display some results collected in contiguous mode set/get of data and in random access of the structure. We will choose for our demonstration the following configuration:

- Image size: Width: 256, Height: 256, Number of bands: 3, resulting in ~1.5 MB of data;
- Size of cache location (automatic) with a maximum of 800 bytes, resulting in 768 bytes.

\textbf{i) Contiguous Mode}

In contiguous mode, we asked our structure, upon initialization to retrieve the requested data, in case of various allotted internal locations (Table 1) and (Figure 4).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
No. & Cache Locations & Hit \% \\
\hline
1 & 96 & 97.917 \\
2 & 112 & 97.917 \\
3 & 128 & 97.917 \\
4 & 144 & 98.161 \\
5 & 160 & 98.405 \\
6 & 176 & 98.469 \\
7 & 192 & 98.893 \\
8 & 208 & 99.137 \\
\hline
\end{tabular}
\caption{Analysis of hit rate in case of contiguous access}
\end{table}
ii). Random Mode
For the random experiments we have chosen 4096 points distributed randomly over the space generated by the maximum range of the tested product staked images.

The results are as following (Table 2).

Table 2. Results upon testing with random values from entire space of possible images coordinates

<table>
<thead>
<tr>
<th>No.</th>
<th>Cache Locations</th>
<th>Hit %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>96</td>
<td>36.093</td>
</tr>
<tr>
<td>2</td>
<td>112</td>
<td>42.271</td>
</tr>
<tr>
<td>3</td>
<td>128</td>
<td>47.829</td>
</tr>
<tr>
<td>4</td>
<td>144</td>
<td>53.865</td>
</tr>
<tr>
<td>5</td>
<td>160</td>
<td>58.802</td>
</tr>
<tr>
<td>6</td>
<td>176</td>
<td>66.078</td>
</tr>
<tr>
<td>7</td>
<td>192</td>
<td>71.35</td>
</tr>
<tr>
<td>8</td>
<td>208</td>
<td>76.718</td>
</tr>
</tbody>
</table>

As it can be seen the results are not very promising, but we should take into consideration that we kept in memory only about 10% at 208 cache locations of the entire image.

But, with 20% at 208 cache location, the efficiency of the structure increased to 99% in case of random values (Table 3).

Table 3. Efficiency of the structure in case of 20% image stored in main memory

<table>
<thead>
<tr>
<th>No.</th>
<th>Cache Locations</th>
<th>Hit %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>96</td>
<td>71.517</td>
</tr>
<tr>
<td>2</td>
<td>112</td>
<td>83.492</td>
</tr>
<tr>
<td>3</td>
<td>128</td>
<td>94.012</td>
</tr>
<tr>
<td>4</td>
<td>144</td>
<td>96.827</td>
</tr>
<tr>
<td>5</td>
<td>160</td>
<td>96.827</td>
</tr>
<tr>
<td>6</td>
<td>176</td>
<td>96.827</td>
</tr>
<tr>
<td>7</td>
<td>192</td>
<td>96.827</td>
</tr>
<tr>
<td>8</td>
<td>208</td>
<td>96.827</td>
</tr>
</tbody>
</table>

6 Conclusions
This architecture has proven its uses but there is room for improvement, however it offers an alternative in case of large amount of processing data such as collaborative GIS (Geographical Information System) platforms [7] or collaborative DSS (Decision Support Systems) [2]. Among the benefits of using the presented system is its flexibility, it can be integrated with various professional software platforms and the proven viability of concept, by using an well known algorithm, such as direct mapped cached, with LRU as a way to evict non used information from the main system memory [8].

Feature developments include:
- Extending the dimensional limit, now we are using only three;
- Implementing N-Associative cache, direct-mapping has some issues regarding conflicts of mapped memory [8], which may force the 3dCache to evict cache locations that may be used in a future iteration.
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