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Even today, phishing attacks continue to have a high success rate, using impersonation to trick 

users into revealing sensitive information. Despite the fact that the number of technology users 

is growing rapidly, this does not seem to provide individuals with sufficient knowledge and 

experience to understand cybersecurity concepts. In addition to this, not only technological 

shortcomings are exploited, but also human characteristics, weaknesses, that make users vul-

nerable when faced with potential threats. This study aims to provide an overview of phishing 

attacks and the rapid development of detection techniques and phishing tools in a context where 

cybersecurity education or training is not compulsory. The article manifests the importance of 

education, regardless of the technological changes that influence the daily lives of countless 

individuals. The present research was conducted using a literature analysis and a survey. 
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Introduction 

In the age of social media, where anyone 

can become a content creator, people are much 

more likely to trust what they see online. Us-

ers tend to let their guard down when it comes 

to news, skincare advice, breakfast recom-

mendations or fashion tips. Instead of using 

critical thinking, they get swayed by different 

trends, not knowing how vulnerable they have 

become. The term privacy has lost its meaning 

as numerous people share details about their 

daily lives online, with little to no regards for 

the consequences. Considering these observa-

tions, cyber criminals find it easy to engage in 

activities such as social engineering, fraud, 

scams, or phishing, as they can easily obtain 

personal information about individuals, and 

target their vulnerabilities. Navigating social 

media or conducting online searches does not 

mean an individual possesses digital skills. It 

is much more than just that. Digital literacy 

means being aware of the medium you navi-

gate through, understanding how it works and 

identifying possible threats in conjunction 

with own vulnerabilities. Security is, there-

fore, the most crucial aspect of digital activi-

ties. Since users can be as young as a few 

years old, security measures should be taught 

step by step as individuals grow and under-

stand more about the digital world.  

The present thesis consists of a number of 

chapters, each addressing a different aspect of 

the research on phishing threats and the user-

centric approach to mitigating them. The in-

troduction delivers an overview of the pre-

sented topic, including the background, moti-

vation, objectives, and scope of the study. The 

literature review chapter examines the exist-

ing literature on phishing threats. The follow-

ing research methodology chapter describes 

how the research was conducted, and the 

methods and procedures used to collect and 

analyze data. The following sections describe 

the phishing domain, the human and technical 

vulnerabilities it exploits, as well as a pro-

posed efficiency score for several types of 

phishing threats. The subsequent part analyses 

the current developments in phishing detec-

tion methods. The following chapter outlines 

the evolution of phishing techniques and the 

most recent examples that prove the ability to 

bypass security and pass as legitimate emails. 

The final chapter regarding the study's results 

presents the analysis and findings of the sur-

vey conducted as part of the research. The 

conclusions chapter presents a summary of the 

research's primary findings and makes recom-

mendations for future study in the areas of 

phishing threat mitigation and phishing 

awareness. 

 

 

1 
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2 Literature review 

The increasing prevalence of phishing attacks 

in all forms and varieties in the last few years 

is a matter of concern that needs to be ad-

dressed. This is a clear sign that more and 

more people need to be made aware of the po-

tential consequences of a phishing attack. 

Phishing awareness training sessions should 

be organized regularly in every organization 

to ensure a high level of understanding of po-

tential online threats. On the other hand, ordi-

nary users should be considered as important 

and receive training periodically. Education 

represents the most effective means of com-

bating any form of cybersecurity attack. In the 

context of phishing attacks, it can be argued 

that the most effective means of protection is 

user awareness. This enables individuals to 

recognize and avoid scams, frauds and entic-

ing offers, which are often employed by 

phishing attacks. Despite organizations’ 

strong password policies, users generate weak 

passwords, often reuse them, and write them 

down on post its, as revealed by this system-

atic literature review [1]. This indicates that 

human factors are exposing the organization 

to cyber-attacks. In this case, companies need 

to invest in employee training. Simulated 

phishing attacks combined with informal 

training have proven to be an effective way to 

combat phishing attacks. 

User awareness is a critical factor in cyberse-

curity and a topic that many are studying, as 

the goal is to clearly identify the reasons why 

people are being deceived. Several factors 

have been found to influence user awareness 

of phishing attacks. On the one hand, there are 

the human variables such as emotions, self-

awareness, self-control, self-deception, moti-

vation. On the other hand, users' IT skills, se-

curity awareness, and PC usage experience 

are also variables that influence people's 

awareness when exposed to phishing emails. 

The authors of [2] highlighted that the weak-

nesses of human behavior are an essential as-

pect to consider in developing relevant de-

fense mechanisms. One of the most popular 

and effective ways to decrease the impact and 

damage produced by phishing attacks is to ed-

ucate and train users. Training should be 

tailored to each age group and gender, as 

young people aged 18-25, older individuals 

and women are more likely to fall victim to 

phishing attacks. Another study mentioned in 

[2] highlights the characteristics of a phishing 

email that convince users to fall for these 

scams. The urgency of the message, the prom-

ise of a reward, the false credibility of the 

sender and their message, and the unfavorable 

outcomes are what make users fall into the 

trap. These features constituted the foundation 

for the survey questions regarding the poten-

tial indicators of a phishing email. 

The study presented in [3] has identified a sig-

nificant distinction between individuals with 

and without IT expertise in the context of 

phishing awareness. It was conducted in an 

academic community where phishing attacks 

were delivered to 1,350 students from differ-

ent majors, such as social sciences, engineer-

ing, IT, Natural and Mathematical Sciences. 

The results show that students with no 

knowledge of phishing showed a lower sus-

ceptibility rate, while social studies majors 

had the highest click rate and engineering, and 

IT majors had the lowest. Interestingly, the 

study found that users more knowledgeable 

about phishing were often more susceptible, a 

result without a clear explanation. This high-

lights that even IT-trained students remain 

vulnerable to phishing. 

In the paper [2], the authors mention a study 

that found no significant difference in suscep-

tibility to phishing attacks between everyday 

technology users and occasional users. This is 

a concerning result because it seems that the 

everyday use of technology does not automat-

ically provide users with adequate security 

knowledge. Therefore, an effective solution to 

this problem would be to educate all users on 

cybersecurity best practices, regardless of 

their technical expertise and experience. An-

other paper mentioned in the study [2] con-

cludes that people pay the most attention to 

the subject and body of an email, even though 

the sender's email address can be an essential 

clue in the case of a phishing attack. There-

fore, future studies should find ways to draw 

users' attention to this type of cue, as it is of 

the utmost importance. The questionnaire 
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used for the present study includes a section 

on the respondent's vigilance when dealing 

with incoming emails. This allows for the 

analysis of habits in conjunction with the level 

of awareness of phishing attacks. The follow-

ing study [4] evaluates the effectiveness of se-

curity awareness and education programs in 

large organizations. A field investigation was 

conducted in a German company comprising 

409 employees. The objective was to evaluate 

the effectiveness of a security awareness pro-

gram in the context of phishing over a period 

of time. In addition, the effectiveness of four 

reminder measures was evaluated after the in-

itial training program. The users' capability to 

accurately identify phishing emails greatly 

improved right after the training sessions and 

remained high enough until four months later. 

However, this effect diminished after six 

months since the initial training, indicating the 

need for a reminder measure. The study [4] 

demonstrated that a training session concern-

ing phishing attacks containing multiple inter-

active examples and videos was the most ef-

fective, with a minimum of six months. 

User awareness remains a significant factor in 

determining the cyber well-being of an insti-

tution. It is evident that innovative technolo-

gies cannot be the sole countermeasure 

against cybercrimes. Human factors play a 

significant role in users' susceptibility to fall-

ing victim to cybercrime. Furthermore, the 

continuous development of cybersecurity 

technologies takes into consideration human 

vulnerabilities in order to prevent and protect 

users' behavior. Consequently, further re-

search is required in this field. This paper aims 

to provide an overview of phishing attacks, 

highlighting human and technical vulnerabili-

ties exploited by cyber criminals. A brief over-

view of the detection schemes currently used 

to identify phishing attempts is provided. The 

case studies, along with the alarming evolu-

tion of phishing attacks, highlight the battle 

between cybersecurity professionals and ma-

licious actors to stay one step ahead. A survey 

is used to assess the awareness and vigilance 

regarding phishing emails and email manage-

ment using a target group of cybersecurity stu-

dents from the master’s program. Regardless 

of the effectiveness of these mechanisms, ed-

ucation and training in basic cybersecurity 

concepts remain the pillars that can never be 

corrupted. 

 

3 Research methodology 

This section describes the research approach 

used in this dissertation. The study includes 

both a survey and a comprehensive literature 

review. The survey offers empirical data on 

user phishing awareness and email manage-

ment habits. At the same time, the literature 

study attempts to synthesize current 

knowledge on phishing attacks, the vulnera-

bilities they exploit, and the latest phishing de-

tection techniques. This approach ensures a 

rigorous examination of the topic. The review 

of existing literature on the evolution of phish-

ing threats and current innovative detection 

and mitigation techniques involved an in-

depth search of academic papers, books and 

respected online sources. Google Scholar, 

IEEE Xplore and ScienceDirect were the da-

tabases used to extract academic papers. Key-

words included "phishing threats", "phishing 

awareness", "phishing attack detection", and 

"phishing attack mitigation". The search was 

conducted on literature published in various 

journals, academic publications, and confer-

ence proceedings between 2009 and 2024. 

This ensured both an exhaustive overview of 

the domain and the inclusion of recent devel-

opments and trends in phishing advance-

ments, as well as detection and mitigation 

techniques. The selected sources that compose 

the references list were chosen based on their 

level of relevance, reliability, and ability to 

provide a complete understanding of phishing 

threats. The following themes were identified: 

phishing strategies, psychological aspects that 

affect phishing success, and technological 

countermeasures. The conclusions of each 

source were noted, and the data was synthe-

sized to identify recurring themes, knowledge 

gaps, and newly concerning phishing threat 

areas. 

The objective of the survey is to investigate 

whether young professionals who have re-

ceived formal IT training are aware of the 

prevalence of phishing attacks in the digital 
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realm and possess a nuanced understanding of 

their objectives and methods. In addition, the 

email habits of the subjects are evaluated, as 

well as the importance they ascribe to various 

email cues, including the sender's email ad-

dress, the subject line, hyperlinks, and attach-

ments. The appropriate research method con-

sidered was conducting a survey at the Bucha-

rest University of Economic Studies, targeting 

students from the IT&C security master's pro-

gram in their first and second years of study. 

The survey was created using Google Forms. 

It was distributed to students via email and 

Slack. The data is collected and processed 

anonymously by the researcher. The question-

naire for master's students has two primary 

purposes. First, it is designed to investigate 

the habits of respondents when managing their 

email inboxes. Respondents are requested to 

evaluate the extent to which they perform 

thorough checks of the most relevant email 

cues on a Likert scale, ranging from one (rep-

resenting "Never") to five (representing "Al-

ways"). Secondly, the master's survey in-

cludes an assessment of respondents' aware-

ness of phishing emails. It contains a series of 

statements that represent the characteristics of 

a phishing email, including urgency, misspelt 

words, requests for personal information, 

tempting offers, a generic greeting (Dear Cus-

tomer), malicious links and suspicious attach-

ments. The respondents are required to evalu-

ate each statement, which depicts a character-

istic of a phishing email, on a Likert scale, 

where one represents "Not at all likely" and 

five represents "Very likely." 

As cybersecurity master's students are pre-

sumed to have a basic understanding of secu-

rity threats and vulnerabilities, the objective is 

to evaluate both their habits when managing 

emails and their awareness and degree of 

comprehension regarding potential phishing 

emails. The email habits question can address 

one possible issue: whether students apply the 

concepts they study in their daily lives. The 

target group can be considered homogeneous. 

It is comprised of cybersecurity master's stu-

dents in their first and second years of study, 

aged twenty-two and above, with the majority 

having a background in computer science. It 

is assumed that they possess the same level of 

understanding of computer science and are 

proficient computer users. 

 

4 A comprehensive overview of phishing at-

tacks 

Phishing is a computer crime that employs so-

cial engineering and psychological manipula-

tion techniques to exploit human vulnerabili-

ties, such as greed, curiosity, and fear. Cyber-

criminals' goal is to manipulate users to ex-

pose their confidential data, such as 

usernames, passwords, payment, or bank ac-

count information [5]. Not only that, but the 

attackers may also have the intention of in-

stalling malware programs to gain access to 

the victim's computer and to claim a certain 

amount of money, as in ransomware attacks. 

Phishing is derived from the word 'fishing' in 

the dictionary, as it closely resembles the ac-

tivity of attempting to catch fish. The fishing 

rod or fishing net is represented by the tool de-

veloped by the attacker to expressively steal 

sensitive information. Phishing attacks are in-

tended to get the victim's curiosity with entic-

ing offers, gifts, or other tricks. When it comes 

to fishing, the fisherman knows that the prey 

is hungry and is looking for food, whereas in 

phishing attacks, the attackers are well aware 

of human nature and its weaknesses. To gain 

credibility, phishing attacks often use imper-

sonation of legitimate companies or even peo-

ple. Attackers use a variety of communication 

channels, such as email, short messaging ser-

vices, and voice communication, to perform 

this type of attack. [6] claims that phishing at-

tacks started in the 1990s, with the first rec-

orded attempt involving hackers impersonat-

ing AOL employees to steal credit card infor-

mation and passwords using instant messages 

and emails. This method allowed them to hi-

jack the victims' accounts with ease. 

Phishing attacks are performed by what they 

are called in the literature and professional 

language threat actors, also known as cyber-

criminals. They perform harmful actions in 

the digital realm, exploiting computer and 

system vulnerabilities and human weaknesses 

[7]. Their ultimate goal is financial gain by 

tricking victims into revealing sensitive and 
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personal information or performing an action 

that results in installing malicious software on 

the victim's computer. Before launching an at-

tack, threat actors will engage in various ac-

tivities, such as social engineering techniques 

and system reconnaissance, to gather more in-

formation about the victims.  

 

5 Original solutions: efficiency in phishing 

and attack performance 

Figure 1 illustrates the efficiency of phishing 

attacks. Multiple criteria were considered to 

assess the efficiency of the types of phishing 

attacks described. First, we evaluated the ef-

fort attackers invest in crafting convincing 

phishing emails or messages in the respective 

category of phishing. This includes the time 

required to gather information about the target 

through social engineering techniques to 

personalize the emails to sound plausible and 

to persuade the victim to perform the desired 

action. The complexity of the techniques and 

methods used to carry out the respective type 

of attack was considered. In the case of a suc-

cessful attack, the potential damage, such as 

financial and reputational loss and business 

disruption, was estimated. In addition to this, 

the phishing attacks were evaluated from the 

perspective of number of individuals targeted. 

Nevertheless, it was taken into consideration 

that, for instance, spear-phishing or whaling 

attacks, which often target one person, can be 

very effective due to the personalized content, 

social engineering and psychological manipu-

lation techniques used to persuade the victim. 

In this case, psychological manipulation was 

considered a factor for the success of the at-

tacks.  

 

 
Fig. 1. Phishing types and their assigned efficiency score 

 

The attacks that have a score between 90 and 

100 are social engineering, business email 

compromise, whaling and spear phishing. Alt-

hough the target group is not large, the effort 

the attackers put into gathering personal infor-

mation about the target, their habits, and their 

weaknesses is greater than in any other type of 

phishing. The attacks include psychological 

manipulation techniques that are successful 

due to the amount of personal data the attack-

ers have about the victim. The potential dam-

age in this case is quite significant; in most 

real cases, large financial and reputational 

losses have been identified. The technical 

complexity of these attacks is relatively low 

compared to others, primarily using spoofed 

email addresses and phishing links. 
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efficiency score between 80 and 90: vishing, 

HTTPS phishing, social media phishing, and 

clone phishing. The time is significantly re-

duced, as emails are no longer highly person-

alized. This increases the target group, espe-

cially in the case of social media phishing, 

where a single post or comment can reach a 

large number of users. Psychological manipu-

lation techniques are still used, but in a simple 

form, exploiting people's trust in social media 

platforms, phone calls, HTTPS websites and 

previous email conversations. The potential 

damages from these attacks are either sensi-

tive information provided by the victims or 

the installation of malicious software pro-

grams on their devices. 

The subsequent category consists of phishing 

attacks with an efficiency score of 70 to 80: 

smishing, payroll diversion fraud, evil twin 

phishing, watering hole attack, and angler 

phishing. In the case of the last three types, the 

target group can be quite large, including 

passersby in a mall, employees from a certain 

department and unsatisfied customers who 

post their complaints online. Smishing has a 

limited target group, and payroll diversion 

fraud usually targets one victim at a time, as it 

requires significant time, and resources to be 

performed. Evil twin phishing is more com-

plex than the others in terms of the technical 

setup required to execute the attack and relies 

on users' trust and habit of connecting to pub-

lic Wi-Fi. A watering hole attack requires 

much preparation, from identifying the web-

sites visited daily by a particular group of em-

ployees to identifying the vulnerabilities and 

methods to exploit them. It relies on the trust 

that people and organizations have in certain 

professional websites. Conversely, smishing, 

payroll diversion fraud and angler phishing, 

all rely on the manipulation of people's emo-

tions to prompt the victims to act in accord-

ance with the attacker's instructions. 

The following category contains three types of 

phishing attacks: email phishing, pharming 

phishing, and search engine phishing, with an 

efficiency score between the values 60 and 70. 

Their target audience is quite diverse, poten-

tially reaching hundreds and thousands of us-

ers, especially in the case of email phishing 

and search engine phishing. Pharming phish-

ing is quite complex in terms of the techniques 

and methods used to carry out this attack and 

the poisoning or manipulation of the DNS ta-

ble. Search engine phishing requires success-

ful SEO manipulation to get the phishing sites 

to appear at the top of search results. Email 

phishing is much less complex than other 

forms of phishing, as the attack is not person-

alized and does not target a specific group of 

people or individual but rather a large pool of 

random individuals. 

The final category includes pop-up phishing 

and QR code phishing, with scores between 

50 and 60. These attacks are not at all person-

alized and targeted at a specific individual. 

However, they use general manipulation tech-

niques to deceive victims, such as computer 

infection issues or account problems (pop-up 

phishing), or they pique the passersby's atten-

tion and curiosity with enticing offers (QR 

code phishing). Consequently, the time allo-

cated for the planning stage is relatively short. 

The target group is quite large and aims to 

reach website visitors and individuals who 

pass by billboards and street advertisements. 

Pop-up phishing requires more technical 

knowledge, especially as browsers have up-

dated their security mechanisms and users 

have become more aware of this type of scam. 

QR code phishing is quite simple, as it re-

quires a phishing website and a QR code gen-

erator for the link. They are not to be over-

looked, but highly personalized emails using 

social engineering manipulation techniques 

are much more successful nowadays. 

 

6 Understanding the weaknesses phishers 

exploit 

In today's digitalized landscape, phishing at-

tacks remain a significant and prevalent 

threat. Instead of evading technological secu-

rity measures, phishing focuses more on ex-

ploiting human vulnerabilities using compli-

cated social engineering techniques. The ma-

jority of email filtering systems are not a hun-

dred per cent effective when it comes to de-

tecting and blocking phishing emails. The 

comprehension of social engineering and psy-

chological tricks employed in phishing attacks 
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will help to identify these threats better, ena-

bling users to protect themselves.  

Greed is still the primary human weakness 

that is responsible for the success of a signifi-

cant number of phishing attacks. In addition to 

greed, curiosity and fear are used to manipu-

late the victims and persuade them to disclose 

personal information. The goal is to make 

them act irrationally and on impulse without 

thinking of the potential consequences. In the 

same way, curiosity can be piqued by SMS 

messages regarding the distribution of free 

samples of a new product launched by a fa-

mous brand. Being driven by the fear of miss-

ing out on important opportunities, the victims 

are lured into filling in a form with their per-

sonal information in order to receive the 

promised goods. People can be more vulnera-

ble to phishing attacks when it comes to love 

or family relationships, the strongest bonds in 

human nature. Attackers will tailor their mes-

sages or speeches to include information 

about a family member living abroad who has 

been in a car accident or is seriously injured 

and needs large sums of money [8]. The infor-

mation in the message is accurate; the family 

member is indeed working abroad, and the 

family is faced with a tough decision. Large 

sums of money were stolen in this way by a 

group of convicts who were in prison and their 

accomplices who collected the money from 

the victims.  

Trust is the subsequent psychological element 

exploited by phishers through impersonation 

of well acknowledged entities, such as banks, 

government agencies, popular brands, trusted 

people with authority. Attackers create a false 

sense of legitimacy by using the real logo or 

an almost identical one and maintaining the 

same tone when writing the email. When 

crafting the phishing email, attackers may use 

personal information about the victim col-

lected from social media platforms to make 

the email and request sound more plausible 

and legitimate. 

Authority is another psychological element 

that is exploited by phishing attacks, as most 

people, especially employees, are more likely 

to follow the request of a senior executive 

without questioning their solicitation. 

Therefore, impersonating such an important 

and trusted figure is a common tactic used in 

phishing attempts to ensure the success of the 

attack and the fulfilment of the request, 

whether it be the transfer of money or the dis-

closure of important information. 

Social engineering techniques are often em-

ployed in the design of phishing emails. One 

of the most prevalent techniques is pretexting, 

creating a context in which the victim can be 

persuaded to divulge sensitive information. 

An easy way to convince people to reveal per-

sonal information is in the context of a ques-

tionnaire distributed by a so-called researcher. 

Cognitive biases make users more susceptible 

to phishing attacks. An example of a cognitive 

bias is often seen in IT professionals who are 

overconfident in believing they can easily 

identify phishing attempts and are unlikely to 

be deceived by such tricks. By letting their 

guard down, they become more susceptible to 

phishing attacks, as shown in the paper [2]. 

Furthermore, context and timing are two ele-

ments that significantly impact the success of 

a phishing attempt. If the attackers manage to 

gather information about a team's or depart-

ment's schedule, they can launch their attack 

during the most stressful period of time, such 

as when a new application is going into pro-

duction or the final days before the launch of 

a new product. People's vigilance is lower 

when they are in stressful situations or ex-

hausted from too much work and concentra-

tion, which affects their judgement. The herd 

effect is also a factor that ensures the success 

of phishing attacks. Emails or messages are 

crafted to induce the idea that many other peo-

ple either joined the challenge or the survey or 

completed the request. The fear of missing out 

will make the victims participate in the survey 

or challenge, not realizing that this is just a 

manipulation technique. The urgency of a 

phishing email is also a factor that compro-

mises people's judgement and leads them to 

act on impulse, especially if the email contains 

negative consequences for not complying, 

such as losing money or having their account 

closed. 

The techniques used to craft phishing emails 

are advancing along with the fast development 
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of technology and artificial intelligence. 

Emails are written using generative artificial 

intelligence technology to create convincing 

messages that no longer contain errors, using 

persuasive words and phrases [9]. Moreover, 

this new technology can process pieces of in-

formation from multiple sources to create be-

lievable spear-phishing and whaling emails 

with an urgent tone and an immediate call to 

action. Some experiments demonstrated the 

effectiveness of this kind of phishing email, 

which was more likely to trick individuals 

compared to those written by humans. 

Furthermore, artificial intelligence is used in 

what is known as deep fake technology, which 

is used to create audio, video, and images of 

specific individuals [9]. These are often em-

ployed in phishing attempts for impersona-

tion, deceiving victims into believing that they 

are hearing and seeing a real person. This is 

expected to become a significant challenge for 

cybersecurity, as these methods are very diffi-

cult to analyze and intercept. The effective-

ness of this method is demonstrated by a real-

life case where the CEO of a UK firm was de-

ceived into wiring a large sum of money as a 

request from his superior, whose voice was 

used in the impersonation act. 

 

7 Understanding phishing detection tech-

niques 

The following section presents general meth-

ods and techniques used to detect phishing at-

tempts. The most efficient way of preventing 

catastrophic consequences is to have an ap-

proach based on both technical countermeas-

ures and non-technical means of prevention 

when it comes to malicious emails or mes-

sages [10]. A non-technical way of preventing 

email phishing from affecting a device or an 

entire infrastructure is to educate users to rec-

ognize phishing threats. Training should be 

designed based on the target group of trainees 

so that the materials and concepts discussed 

are easy to understand based on their digital 

literacy. Multiple approaches would make 

training more effective. The training should 

start with a theoretical background regarding 

phishing threats, their particularities, and 

clues that may indicate a phishing attempt. 

The trainees should receive a set of questions 

they should ask when opening each email to 

assess the legitimacy of the email. On the 

other hand, individuals and organizations can 

use several methods and techniques to detect 

phishing attacks and protect users from this 

type of threat. The first method implies the use 

of blocklists and allow lists for phishing do-

mains used in the most prevalent phishing at-

tacks [10]. In an allow listing approach, all le-

gitimate websites are saved in a database, let-

ting users to access only those. However, this 

solution can be impractical in large corpora-

tions. It is impossible to know all the websites 

employees need to accomplish their work. 

New websites are often mistakenly considered 

suspicious and blocked because they do not 

appear in the database. Block listing saves 

known phishing websites, domains, or URLs 

in a database that is updated in real-time [10]. 

Users can check to see if the domain they are 

redirected to is known as phishing or not. This 

method reduces the traffic volume on a phish-

ing website by over 90 per cent. Block listing 

uses automated detection of suspicious web-

sites to update the database and to protect us-

ers from being deceived into entering sensi-

tive information on phishing websites. Block 

listing is integrated with various security tools 

on the browser side. Another method is to 

compute a similarity coefficient between 

known legitimate websites and suspicious 

ones. If the value surpasses a set threshold, it 

means that the suspicious website is indeed 

used for phishing and impersonates the legiti-

mate website [10]. However, this method is 

quite inaccurate and inefficient since small 

changes in a phishing website's appearance 

may radically change the coefficient and pass 

as legitimate while tricking the users into 

thinking they are browsing a legitimate web-

site. 

Phishing detection techniques that use ma-

chine learning have been researched over the 

last few years, as they are much more effective 

and flexible in detecting phishing attempts ac-

curately. They have been used to detect phish-

ing attacks distributed via email and to exam-

ine and compare the websites behind the 

URLs contained in the email and the 
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legitimate websites they impersonated. More-

over, machine learning techniques can prevent 

zero-day attacks only if the data models are 

trained on relevant high volumes of data and 

fine-tuned regularly to ensure accuracy. How-

ever, deep learning detection models for 

phishing emails and websites have shown 

higher precision than regular machine learn-

ing architecture [11]. 

An email security gateway is a piece of secu-

rity software that monitors email traffic [12]. 

It is placed at the border between the infra-

structure and the Internet to filter emails en-

tering or exiting a company's infrastructure. 

This software uses signature analysis and 

techniques involving machine learning mod-

els to identify and block potentially malicious 

or sophisticated phishing emails. An email se-

curity gateway includes a sandbox that dis-

arms the URLs and attachments contained in 

an email to observe their behavior. Moreover, 

it can examine the content of an email closely, 

determining if any malicious code is present 

and then removing it from the initial email. In 

the end, the user receives a clean version of 

the original email that does not represent a 

threat to their device or environment. Sand-

boxing is crucial in preventing malicious 

emails from entering a company's infrastruc-

ture or reaching a user. It is a safe environment 

in which URLs and attachments are opened, 

and their behavior is monitored for suspicious 

or malicious characteristics. Based on the ver-

dict given by the sandbox, the email may be 

sent to the user or quarantined if it is found to 

be malicious. An extensive Secure Email 

Gateway has integrated a retrospective analy-

sis component, part of a post-delivery protec-

tion feature. This feature is able to identify 

malicious emails after they have been deliv-

ered to the user, send alerts to the cybersecu-

rity team to resolve the problem, and remove 

or quarantine the malicious emails that have 

been delivered. Furthermore, having inte-

grated a data loss prevention system, this se-

curity software can help prevent the exposure 

of confidential information outside the com-

pany.  

 

8 Artificial Intelligence: The future of 

phishing detection 

Generative AI is a new approach in which ma-

chine learning models process and train on 

significant amounts of data. This way, gener-

ative AI can produce well-written software 

code, high-value text, and impressive artwork 

[13]. Both cybersecurity professionals and cy-

bercriminals have embraced this emerging 

technology to conduct their respective daily 

tasks. There are several key areas where gen-

erative AI has proven to be beyond any other 

technology. For instance, it can help keep at-

tackers up to date with the new zero-day vul-

nerabilities of various systems. Second, since 

it can be used for writing convincing, eye-

catching posts or emails, it can be used to 

write persuasive phishing emails that are per-

sonalized to a target group or a specific indi-

vidual. Spelling and grammar errors have 

been an indicator of phishing emails for years, 

but with the help of generative AI, it can write 

error-free emails that have a convincing tone. 

Moreover, with the introduction of chatbots 

on most e-commerce websites, conversations 

with artificial intelligence have become wide-

spread in today's digital world. Cybercrimi-

nals can use this new feature to impersonate 

highly educated individuals and fool users 

into believing that they are having a conversa-

tion with a real person. It is alarming that a 

user will not be able to distinguish between a 

human and a robot interlocutor in an online in-

teraction.  

If generative AI helps attackers carry out suc-

cessful attacks, then the same technology 

should be used as a method of detection for 

such new emerging threats. There are several 

ways to integrate artificial intelligence into 

email security systems to improve detection. 

First, it can help to create user profiles for all 

employees within an organization and all ex-

ternal parties with whom they communicate 

via email. It can learn the writing styles and 

tones of each individual, therefore enabling 

the detection of any anomalies. In the case of 

a phishing email impersonating a senior exec-

utive, the system can detect that it does not 

match the style of the real person.  

Secondly, artificial intelligence techniques 
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can be employed to detect emails in which the 

attackers are asking for money or sensitive in-

formation. Likewise, it can be used to detect 

whether the attachments sent along with the 

email have pieces of code hidden within them. 

In addition, artificial intelligence can work 

against itself to detect whether the text of an 

email has been designed using generative AI 

techniques. On the other hand, the AI technol-

ogy integrated within the email security appli-

ance can use flagged phishing or malicious 

emails and their corresponding metadata to 

train the machine learning models to improve 

their accuracy.  

 

9 Case study 1: Cisco’s approach to email 

security 

As was presented in the first part of this paper, 

users should be aware of the threats they may 

face when opening an email. Nevertheless, in 

this case, extensive training and awareness 

campaigns are needed to create the habit of 

constantly checking email indicators. Cisco's 

Secure Email Threat Defense is a solution to 

this problem [13]. It performs an assessment 

and then takes a decision for each element of 

an email. The sender's email address receives 

a score based on its reputation, as well as the 

email's source URL. The subject and body of 

the email are scanned for specific words and 

phrases that may indicate the presence of a 

phishing email. Each attachment is carefully 

scanned and opened in a sandbox; its content 

is scanned for suspicious words and phrases, 

and if it contains URLs, then these are ana-

lyzed as well. Spam email is accurately iden-

tified and quarantined or deleted if it is discov-

ered to have malicious content. Furthermore, 

Cisco products are integrated with Talos, the 

leading supplier of security intelligence, and 

each new update from Talos is automatically 

integrated into this product. 

Cisco's Secure Email Threat Defense inte-

grated AI to identify particularities of attacks 

by processing large volumes of data from the 

telemetry provided by most Cisco security 

systems. Much of the valuable data represents 

breadcrumbs left behind by attackers after 

performing various types of exploits. Threat 

data is another asset that helps enhance the 

security of a system by ensuring that the sys-

tem is up-to-date and ready to detect and mit-

igate the majority of security threats. It con-

tains information on the patterns of the latest 

threats, their signatures, what is behind suc-

cessful breaches and how to respond best in 

each situation. Automated security systems 

enable real-time protection and mitigation of 

attacks, as well as valuable data and real-time 

alerts about the incidents that may occur.  

The following passage will provide a short 

presentation of some efficient techniques used 

to detect business email compromise attacks, 

emphasizing the importance of artificial intel-

ligence integration in email security systems. 

Business email compromise attacks do not re-

quire the distribution of malicious links or at-

tachments. Instead, they use social engineer-

ing techniques to understand the relationships 

between several employees in a company and 

then manipulate them into revealing confiden-

tial information or performing a required ac-

tion, such as transferring money. Therefore, 

only the text of the email, the tone of the writ-

ing, and the intent behind the message can be 

carefully examined. This type of analysis is 

called sentiment analysis [14]. It considers hi-

erarchical relationships to understand if the re-

quest in the email is appropriate. 

Most business email compromise attacks re-

quire the account takeover of a senior execu-

tive or other employee with authority and 

power in the company. After successfully 

compromising the account, the attacker ob-

serves the email threads for some time, wait-

ing for the right moment to intervene and di-

vert a payment. An exclusive way of detecting 

BEC attempts would be to detect these small, 

insignificant changes in an email thread where 

the attacker tries to infiltrate the conversation. 

The security team would be notified of this 

potential attempt in real time, and the email 

would be redirected to quarantine and blocked 

so that it would not reach the user. 

The previous type of examination of emails is 

called conversation and thread analysis. It fo-

cuses on the intent of the message and the re-

lationship between the two parties communi-

cating. Any slight differences in the tone used 

for writing or in the length of the message are 
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taken into consideration in this kind of analy-

sis. These represent crucial indicators that the 

person behind an email is not the real one but 

an attacker using impersonation. Advanced 

detection techniques for account impersona-

tion and takeover involve creating social 

graphs that map the relationships between em-

ployees [14]. The graphs can point trust rela-

tionships and calculate a risk value that indi-

cates the possible impersonation of a trusted 

party. These detection techniques also con-

sider the history of all emails sent by critical 

employees to create a pattern for their com-

munication habits and to highlight the people 

with whom they had the most conversations. 

Cisco developed a novel technology to ad-

dress these blended threats. It is known as 

CASE (Context Adaptive Scanning Engine) 

[15] and is designed to detect both traditional, 

simple phishing and spam emails, as well as 

advanced email threats. It also successfully 

detects viruses and malware in a single scan 

forty-two hours before their signature is avail-

able. This innovative technology considers the 

latest obfuscation mechanisms employed by 

cybercriminals. Therefore, emails must be an-

alyzed in their full context, preferably with 

techniques similar to the human mind. CASE 

is built on mechanisms that involve highly de-

veloped machine-learning algorithms that can 

mimic human reasoning to assess an email's 

legitimacy. This reasoning is based on four es-

sential components of an email: the identity of 

the sender, the destination of the hyperlinks, 

the way the message was designed, and the 

content of the message. 

A sender's identity is assessed based on a rep-

utation score, a concept introduced in 2003 

by IronPort. The sender refers to the IP ad-

dress, not just the email address. The reputa-

tion is evaluated by considering more than one 

hundred twenty characteristics, such as the 

volume of the traffic email and country of 

origin. The reputation score ranges from -10 

to +10 [16]. For values between -10 and -3, 

the email is blocked or deleted. The email is 

accepted for values between -3 and -1, but 

other incoming emails from the same sender 

are halted. All emails with a reputation score 

of the sender between -1 and +10 are 

considered legitimate. This reputation-based 

filtering is able to stop above eighty per cent 

of the incoming spam traffic, thus increasing 

the availability and efficiency of the email in-

frastructure. The legitimacy of the hyperlinks 

in the email is assessed based on web reputa-

tion filtering, a novel perspective introduced 

by IronPort. It considers more than forty-five 

parameters, such as how old the destination 

domain is, the reputation of the IP address be-

hind the URL, and the reputation and state of 

the host behind it. The content of the email is 

evaluated in its whole context, together with 

the sender's reputation, the legitimacy of the 

hyperlinks and the design of the email. The 

content analysis is built on the newest ma-

chine-learning techniques and can determine 

the categories of email content: financial, pub-

licity, and spam-related content. 

 

10 Case study 2: Exploring Trend Micro’s 

Deep Discovery Email Inspector 

A new solution meant to help companies de-

tect and block spear-phishing attacks, ransom-

ware, and other types of advanced threats is 

the Trend Micro email security appliance 

Deep Discovery Email Inspector [17], a secu-

rity solution that carefully examines each 

email for malicious content, such as URLs or 

attachments, and performs a content analysis 

to assess its legitimacy. The investigation pro-

cess combines various methods. First, the 

email is analyzed for known threats. After 

this, all the URLs embedded in the message, 

along with the attachments, are transmitted to 

the Virtual Analyzer sandbox, a custom sand-

box used for investigating the potential behav-

ior of such elements. Virtual Analyzer can 

scan URLs or files [18]. It effectively opens 

password-protected documents or archives us-

ing custom dictionaries created from all the 

keywords in the email message. It accesses the 

URLs, investigating redirects, downloads, 

suspicious connections, and other kinds of 

malicious behavior or particularities. Moreo-

ver, DDEI has embedded a real-time protec-

tion mechanism called time-of-click protec-

tion, meaning that the moment a user clicks 

on a link, behind the scenes, a real-time anal-

ysis of the respective URL is performed, 
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ensuring once more the safety of the user and 

its device. In addition, pattern-based and heu-

ristic scanning mechanisms are employed by 

the Advanced Threat Scan Engine to detect 

zero-day vulnerabilities, embedded malicious 

code, document exploits and other types of 

known vulnerabilities. Furthermore, modern 

machine learning techniques are implemented 

to process threat data and conduct an in-depth 

file analysis to identify new types of advanced 

threats. Similar to Cisco's web reputation 

scoring, Trend claims to have one of the 

grandest reputation databases in the world 

[18]. The particularity of this web reputation 

service is that it sets a score for each page or 

link of a specific website and does not classify 

the entire website. Most of the time, only a 

group of pages or links are compromised from 

an entire website. Therefore, only those spe-

cific elements will be considered malicious 

and blocked, as the reputation will suffer 

changes over time. 

Trend Micro implemented a novel technology 

that uses artificial intelligence to identify busi-

ness email compromise attempts by creating a 

writing style DNA for senior executives, the 

people most likely to be impersonated by 

cyber criminals [19]. This new technology can 

examine an email for over seven thousand 

writing style particularities in less than a sec-

ond. More than half a thousand sent emails are 

needed as input for AI technology to deter-

mine an executive's writing style accurately. 

Potential BEC emails go through this AI ex-

amination as the last layer of a comprehensive 

anti-spam and anti-virus analysis. If it is found 

that the writing style of an incoming email 

does not match the previously identified style, 

the email is marked accordingly. The recipient 

is warned not to take any action before con-

firming the request sent to the senior execu-

tive. This novel technology demonstrated lit-

tle to no false positive alerts, being extremely 

efficient during the beta testing period. 

 

11 The future of phishing: emerging tech-

niques 

The advances in the techniques employed in 

phishing attacks have determined the develop-

ment of more intricate detection and 

prevention technologies. Complex and mod-

ern machine learning algorithms have been 

trained using tremendous amounts of data to 

identify phishing emails. Nevertheless, these 

new technologies that comprise the most ad-

vanced email security systems are still not a 

hundred per cent effective, and a few phishing 

emails still reach users. The scope of this sec-

tion is to point out why some phishing emails 

are not detected, the methods implemented 

that help them bypass security systems, and 

the measures that security professionals can 

take to improve their detection systems. 

The first approach to increasing the chances of 

a phishing email being considered legitimate 

is to improve the sender's reputation [20]. 

Emails from genuine and trusted email do-

mains, such as gmail.com for Gmail or 

mail.com, have a good sender reputation and 

are free to use. The host from which the email 

is sent may have an IP address with a good 

reputation from Google, Cloudflare or Ama-

zon. These IPs are considered legitimate most 

of the time, and cybersecurity teams cannot 

blacklist them because of the reputation of the 

company and because of the uncertainty of the 

actual reputation of that IP address. In addi-

tion, attackers can use email servers like those 

from Amazon Web Services to increase the 

chances of bypassing security appliances.  

Most phishing emails contain a URL which 

directs users to a phishing domain. Several by-

passing techniques have been identified [20]. 

Attackers use trusted domains such as Google 

and Amazon to hide malicious content. In 

some cases, the URL in the phishing email re-

directs to a file-sharing service, such as 

Google Drive, OneDrive, or SharePoint [21]. 

Second, the real domain a URL leads to can 

be hidden by shortening it. Alternatively, the 

URL can indicate a legitimate domain but re-

direct to a malicious domain. In both cases, 

the destination domain is concealed, and un-

less a sandboxing service is used, the website's 

real status cannot be evaluated. A captcha can 

be used to cover content that may indicate the 

true nature of the phishing website, such as a 

login form [20]. This will prevent anti-spam 

tools from analyzing and discovering mali-

cious content. Phishing emails contain 
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malicious attachments, which are verified us-

ing two kinds of techniques. First, the file rep-

utation system contains hashes of known doc-

uments used in phishing attacks. The email is 

considered legitimate and delivered to the user 

if the computed hash value is not found in the 

database. Second, the analysis can be done us-

ing a sandbox, which opens the attachments 

and inspects their content for potential links or 

code. Modern malicious programs are able to 

detect if they are executed in a sandbox-like 

environment [20]. Attackers developed sand-

box circumvention mechanisms. The malware 

identifies the number and type of processes 

running, and libraries utilized, enabling the 

detection of the particularities of a sandbox 

environment. When detecting the sandbox en-

vironment and a debugger, the malware hides 

the malicious code, or it can postpone the ex-

ecution. 

Unfortunately, two- or multiple-factor authen-

tication is not a security measure that can pro-

tect accounts from being compromised [22]. 

A unique phishing-as-a-service kit can effort-

lessly compromise Google and Microsoft 365 

accounts; the victims only have to enter their 

username and password on a counterfeit login 

page. The tool compromises push notifica-

tions, phone call validation, and OTP codes 

sent by various apps or SMS for a Microsoft 

account. Unlike ordinary phishing attacks, 

when the victim can solve the issue by just 

changing the password of that account, the ex-

posure persists in attacks where this new tool 

is involved. That is because the session cook-

ies are saved on the attacker's server. This en-

ables the hacker to replay the session and ac-

cess the account even after changing the pass-

word. 

Machine learning models proved to be much 

more efficient than the simple blacklisting 

methods because they can adapt and learn 

continuously based on the data that is used for 

training. Moreover, these models are auto-

mated and use resources efficiently. However, 

attacks are constantly developed to bypass 

machine learning detections, using methods 

such as obfuscation and polymorphism in or-

der to conceal the malicious behavior. There-

fore, these models require high-quality and 

relevant data for each customer to recognize 

targeted modern phishing attempts. In addi-

tion, the study [23] found that the performance 

of machine learning models is highly influ-

enced by the features and classifiers used. 

Thus, the models have to be constantly trained 

and fine-tuned based on suitable data to keep 

pace with the rapid development. This is a 

challenging process. If the data used for train-

ing is publicly available, it can be manipulated 

to contain concealed vulnerabilities. Attackers 

cannot only try to bypass security analysis but 

sabotage machine learning models by intro-

ducing synthetic data to mislead the training 

process, exploiting the weaknesses of ma-

chine learning algorithms, influencing to their 

desire the feedback loops and interfering with 

the settings of hyperparameters. 

As seen previously, emerging phishing tech-

nologies and toolkits help attackers succeed in 

their malicious attempts to steal credentials. 

To cope with such threats, companies must 

ensure that their machine-learning detection 

models can analyze both perceptible and im-

perceptible content [24]. The analysis has to 

be enhanced with multiple layers of artificial 

intelligence-based detection that can learn the 

natural way people communicate via email. 

Generative AI has a significant role in this 

scenario. The detection framework should 

consist of multiple layers based on machine 

learning models with enhanced learning capa-

bilities. Most phishing detection systems rely 

on careful URL analysis, which is, in most 

cases, a clear indicator of a phishing attempt. 

The domain mainly consists of an enumera-

tion of letters without a real meaning. In ex-

tenso, the URLs have domains with multiple 

extensions. Some of them are easily identified 

by users as phishing because of their peculiar 

appearance, while some require more work, 

such as a machine-learning model, to be right-

fully classified. Unfortunately, recent discov-

eries [25] note that cybercriminals may have 

the necessary skills and knowledge to circum-

vent URL classification models by generating 

examples that trick these models. The author 

of the paper [25] tried to reproduce such inno-

vation by using Generative Adversarial Net-

works to produce phishing URLs. The 
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constructed URLs were able to evade the 

Blackbox phishing detection models, alt-

hough some of them were created to analyze 

intra-URL resemblance using complex proce-

dures. Generative Adversarial Deep Neural 

Networks can help create realistic data auto-

matically using a semi-supervised approach. 

Using such an approach, phishing URLs were 

successfully created, with a considerable 

number being able to deceive both simple and 

complex machine learning detection tech-

niques. 

 

12 Experimental results analysis: phishing 

insights from survey data 

As previously stated in the research method-

ology, this paper includes a survey-based 

study to inquire about the students' awareness 

and caution in managing their incoming 

emails, which can sometimes be part of a 

phishing scheme. The structure and questions 

that compose the survey are detailed in the 

methodology chapter. The target group com-

prises cybersecurity master students in their 

first and second years of study, aged 22 and 

above. The study aims to confirm or infirm 

that cybersecurity students navigate the Inter-

net in their daily lives according to their un-

derstanding after studying the potential threats 

that roam in the digital realm. 

The survey was conducted among 70 students 

and collected 47 responses. Descriptive statis-

tics were computed for each survey statement. 

Each of them could be assessed on a Likert 

scale from 1 to 5. The outcome is the follow-

ing: most means are above 4, which indicates 

a high phishing awareness and email vigilance 

among students. This high level of awareness 

and vigilance is a proof of the effectiveness of 

their education and training in cybersecurity. 

Specifically, students were most cautious 

when checking the sender's email address, the 

links embedded in the email body and the at-

tachments. Moreover, when identifying email 

phishing threats, the most recognized indica-

tors were requests for sensitive information 

and gift offers, with mean scores of 4.81 and 

4.68, respectively. In contrast to these results, 

some statements received a relatively low 

score, indicating medium awareness levels. 

This is the case with the statements regarding 

the presence of grammar and spelling mis-

takes in phishing emails and the generic greet-

ing at the beginning of the message. The first 

statement had a mean score of 3.91, while the 

second showed the lowest mean awareness 

score of 3.17. These two areas present oppor-

tunities for improvement in the students' 

awareness of email phishing threats. The low 

scores are due to the respondents' habit of re-

ceiving and sending email messages that were 

not spell-checked beforehand. In addition, 

some companies, online shops, and brands 

may use a generic greeting when composing 

promotional emails. Therefore, since it may 

be used in legitimate emails, the generic greet-

ing does not represent a vital clue in identify-

ing phishing emails. 

The survey data was subject to a correlation 

analysis, which revealed several noteworthy 

relationships between different behaviors of 

email phishing awareness. With a correlation 

coefficient of 0.8, a strong positive correlation 

was observed between the habit of carefully 

checking the sender's email address and the 

embedded links. This indicates that students 

who are cautious and check the sender's iden-

tity also check the links rigorously, meaning 

that they do not have the trust to access the 

links, even after ensuring the user is legiti-

mate. A strong positive relation, indicated by 

a correlation coefficient of 0.7, was remarked 

between the verification of the email content 

and the email subject, which explains that 

these actions often occur together. 

Moderate correlations between statements re-

garding the characteristics of phishing emails 

were found as well. A notable association was 

determined between the urgent tone of a 

phishing email and the account suspension 

tactic used by phishers, with a correlation co-

efficient of 0.75. This means the students 

know these two are clear indicators of a phish-

ing threat, which employs such tactics to de-

ceive users and manipulate their emotions. 

This is a clear indicator of how students per-

ceive phishing threats. Emails that requested 

confidential data presented a correlation of 0.6 

with emails that offered gifts or prizes. These 

correlations may also indicate what kind of 
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phishing attempts respondents encountered in 

their online experience. 

The analysis of the survey's results highlights 

the necessity of cybersecurity education, not 

only for professionals but for all users. While 

the means for each statement were above 4, 

indicating a high level of awareness, they 

were not 5, suggesting that there is still room 

for improvement in users' vigilance when 

managing their emails. This restates the im-

portance of continuous education and training 

in cybersecurity awareness. The analysis's re-

sults point out areas for improvement, such as 

the generic greeting included at the beginning 

of a phishing email and the request to call a 

phone number provided in the body of the 

email. Although they may be overlooked, 

these issues observed after the data analysis 

prove that cybersecurity education should be 

promoted and included for all users, regard-

less of their digital literacy. 

 

13 Original solutions: remedial measures 

for raising users' phishing awareness 

Despite organizations’ efforts to have the 

most advanced security software to protect 

against phishing attacks, a few malevolent 

emails still reach users. Therefore, it is crucial 

to invest time and money in highly developed 

email security appliances and training ses-

sions for employees. In order to be effective, 

training lessons should be organized regu-

larly, taking into consideration the rapid de-

velopment of new types and forms of phishing 

attacks. The training materials should contain 

theoretical concepts and practical, interactive 

examples. Research [4] has shown that video 

materials effectively increase people's under-

standing of phishing threats. 

Employees in a company are very likely to re-

ceive such training, if not regularly, then from 

time to time. Nevertheless, the rest of the us-

ers, the young individuals who browse the In-

ternet and social media platforms all day and 

those who work in different environments, re-

main susceptible to phishing without a chance 

to receive proper cybersecurity education. 

Therefore, some other ways must be found to 

educate ordinary users. Cybersecurity educa-

tion should be integrated into the ICT 

(Information and Communication Technol-

ogy) subject taught in middle and high school. 

In this case, the target group comprises chil-

dren and teenagers aged 10 - 19. For children 

younger than ten years old, still in primary 

school, cybersecurity can be integrated into 

their science subject. In this case, the primary 

school teacher should receive proper training 

to add some basic concepts about online secu-

rity into their lessons. Multiple projects have 

been developed to help children, teenagers, 

parents, and teachers better understand online 

security threats. Cybershield [26] offers vari-

ous courses for teachers and young individu-

als and has partnerships with schools, offering 

teaching materials and providing opportuni-

ties for young people to learn more about cy-

bersecurity and even help them pursue careers 

in this field. A national program, #Sig-

urantaOnline [27], offers six free courses for 

children, parents and teachers, which help in-

crease individuals' ability to recognize online 

threats and adequately understand and man-

age the Internet's risks. 

To target the rest of the population, official in-

stitutions such as banks and telecommunica-

tions companies should advise and raise their 

clients' awareness of the potential threats they 

are exposed to. As mentioned in the previous 

sections, most phishers impersonate banks 

and use techniques such as vishing or smish-

ing to deceive users and manipulate them to 

divulge personal information. Some financial 

institutions have started to develop cybersecu-

rity awareness campaigns to inform users of 

the potential threats. They informed the users 

of the bank's legitimate activity, how it man-

ages clients' data, what different kinds of at-

tacks look like, and what techniques cyber-

criminals employ. The remaining category 

comprises older people, much more suscepti-

ble to vishing. To reach such a category, it is 

crucial to take into consideration their habits 

and lifestyle. Most individuals in this category 

watch the news and prefer some news chan-

nels over others. Therefore, the easiest way to 

reach them is to conduct an awareness cam-

paign at the beginning of the news bulletin, 

when individuals pay the most attention. 

With all the technological advances in 
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machine learning algorithms and the use of AI 

in detection and prevention security systems, 

education remains an asset that attackers can-

not control or steal. If the security systems 

meant to protect users fail, education is the 

weapon that can help protect both users and 

organizations. 

 

14 Conclusions 

The present thesis analyzed the phishing do-

main from various perspectives to present an 

overview of the multiple facets of this cyber 

threat. Phishing attacks have developed sig-

nificantly over time, using various approaches 

to exploit human vulnerabilities and technical 

issues. Social engineering and psychological 

manipulation techniques have proven to be the 

most effective in deceiving users to disclose 

personal information or download malicious 

programs. On the other hand, phishing attacks 

are not detected or prevented from reaching 

the user for various reasons. In the case of an 

ordinary user with little knowledge about cy-

bersecurity, no significant phishing detection 

technologies may be installed on their de-

vices, making them vulnerable to receiving 

phishing emails and messages. Specialized us-

ers with medium to high cybersecurity under-

standing may use different anti-phishing tools 

with different levels of accuracy. However, 

these detection models proved to be inaccu-

rate, considering the hasty development of 

phishing tools and techniques. An efficiency 

score was proposed for each phishing type 

based on several criteria. The effort to craft the 

phishing email or message, the time required 

to gather information about the victim, the 

number of victims targeted, the complexity of 

the methods employed to reach the target and 

trick them, and the final damages in case the 

attack was successful were taken into consid-

eration while assigning the efficiency score. 

Five phishing categories were identified. Sim-

ple and more complex phishing detection 

techniques were briefly described to provide 

an overview of the techniques employed by 

cybersecurity specialists to prevent phishing 

attacks from reaching systems. Since phishing 

threats have evolved and become increasingly 

sophisticated, the challenge is to identify and 

characterize these new forms of phishing and 

implement elaborate detection schemes that 

can recognize such attempts. Complex ma-

chine-learning models are the future of anti-

phishing detection tools if they are trained on 

relevant and clean data, fine-tuned, and en-

hanced with multiple features regularly. Arti-

ficial intelligence is an excellent opportunity 

for cybersecurity professionals and cyber-

criminals to improve their tactics and upgrade 

their tools with automated features. AI ena-

bles attackers to craft well-written and plausi-

ble phishing emails and messages, bypassing 

the classic content analyzer and being consid-

ered legitimate from this point of view. In the 

same way, cyber professionals can enhance 

the features of their detection models with AI 

features, such as sentiment analysis, to detect 

business email compromise attacks. Further-

more, the case studies of Cisco email security 

appliance and Trend Micro Deep Discovery 

Email Inspector focus on the newest tech-

niques great security vendors use to provide 

accuracy and efficiency in detecting advanced 

phishing threats. Each of their approaches is 

carefully described, focusing on the machine-

learning or artificial intelligence modules 

adopted to enhance performance. The follow-

ing chapter addresses the issue of the continu-

ous development of phishing attacks having 

the scope of evading sophisticated anti-phish-

ing tools. This particular study is intended to 

increase awareness of the multiple facets of 

phishing, understanding that along with the 

current evolution of technology, rapid 

changes happen on the dark side of the digital 

realm. Cybersecurity specialists are left in a 

challenging situation and must understand and 

keep up with the current complex techniques 

and tools to evade detection models. On the 

other hand, users must focus on basic cyber-

security education, which enables them to cor-

rectly perceive the digital environment, iden-

tify threats and protect themselves. 

The study comprises a survey that was ad-

dressed to cybersecurity master students to as-

sess their phishing awareness and vigilance 

when managing their emails. Email is the 

most used phishing vector, so it was consid-

ered essential to investigate how students 
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analyse their incoming emails. This approach 

can estimate their vulnerabilities and suscep-

tibility. The analysis of the survey results in-

dicated a high level of phishing awareness and 

cautiousness in email management. The clues 

of the generic greeting, as well as the request 

to call a phone number provided in the email 

body, do not represent relevant phishing indi-

cators for most respondents. Remedial 

measures to increase general users' awareness 

of cybersecurity have been proposed. The 

subchapter provides different strategies for in-

tegrating primary cybersecurity education for 

children, young people and elders. Education 

remains the only weapon that can be effective 

regardless of the context, the complexity of 

the phishing threat or the ability of anti-phish-

ing detection tools to prevent such threats 

from reaching the users. It represents the only 

asset that cybercriminals cannot corrupt. 

Further recommendations in the context of the 

rapid development of technology and artificial 

intelligence are that the focus must be on in-

cluding these new technological advance-

ments in complex detection schemes. This ap-

proach may ensure satisfactory accuracy 

while considering the fast evolution of phish-

ing tools, which enable attackers to carry out 

their attacks with minimum effort and in a 

very short time. Despite these challenges, the 

focus should also be on providing education 

and training for all users, regardless of their 

digital literacy. If it is well-tailored for each 

user group and enhanced with practical exam-

ples and relevant videos, training can fill the 

gaps where detection mechanisms are not ef-

ficient anymore. 
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