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This study investigates the utilization of the k-nearest-neighbor algorithm within the framework 

of machine learning for speech recognition applications. The AudioMNIST dataset is used for 

performing the evaluations in which the model predicts the spoken digit, namely from 0 to 9. 

Two different training-to-test percentage splits of the dataset are used, 70%-30% and 80%-

20%, while the k parameter ranges from 1 to 12. To better adapt the prediction model, the Mel-

frequency cepstrum coefficients are extracted from each audio sample, and the 13 filters are 

averaged over 25 ms frame windows with 10 ms frame overlap. In both training-to-test config-

urations the value for the k parameter that obtained the highest accuracy (> 95%) is k=5, while 

the easiest to predict digits was “7”. These findings underscore the efficacy of k-nearest-neigh-

bor in speech recognition tasks and highlight the importance of parameter selection and feature 

extraction techniques in optimizing model performance. Further exploration of kNN's applica-

bility in diverse speech recognition contexts holds promise for advancing the field's understand-

ing and practical implementations. 
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 Introduction 

Automatized recognition of vocal com-

mands or voice authentication using specific 

key phrases is becoming increasingly wide-

spread in today’s society. Be it for bank ser-

vices, operating instructions, or simply virtual 

assistant commands, among many others, it is 

of particular importance for the speech recog-

nition process to be highly accurate and pre-

cise, with little room for error [1]. Machine 

learning and deep learning techniques play a 

vital role in the development of the field [2], 

with consistent research existing in areas such 

as security and identity verification [3], senti-

ment analysis [4] or text summarization [5]. 

Methods such as convolutional neural net-

works [6] or long short-term memory [7] have 

been proven adequate when trying to perform 

such tasks. Concerning vocal input, the char-

acteristics of this type of data present specific 

challenges that reside primarily in the human 

way of hearing. Many promising methodolo-

gies have something in common: employing 

the Mel-frequency cepstral coefficients 

(MFCC) for the description of the analyzed 

speech excerpt [8]. 

Extracting the MFCCs specific to an audio 

sample involves several distinct stages. Ex-

plicitly, the MFCCs rely on splitting the audio 

piece into a handful of frequency windows 

that are meant to mimic the human way of 

hearing, essentially creating a logarithmic 

scale of frequency bands [9]. Although many 

classifying methods are compatible with the 

use of MFCCs, this paper employs the use of 

a straightforward k-Nearest-Neighbours 

(kNN) technique to predict the digit spoken in 

the audio excerpt from the AudioMNIST da-

tabase [10]. This is a versatile method based 

on the hypothesis that data points with similar 

characteristics tend to be close to one another 

in a multidimensional space. As such, the 

shorter the distance between an analyzed data 

point and another already existing one, the 

stronger the chance of them being similar in 

characteristics. On this basis, extracting, pro-

cessing, and classifying MFCC feature vec-

tors using the kNN method proved very effec-

tive for the task of predicting the spoken digit 

from the AudioMNIST database. 

Lately, machine learning (ML) and deep 

learning (DL) methods have been employed in 

1 
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the wider field of natural language processing 

(NLP) with varying degrees of efficacy. Re-

searchers have explored diverse methodolo-

gies within ML, ranging from traditional sta-

tistical approaches to cutting-edge deep learn-

ing techniques, to enhance NLP applications. 

Key themes include the development of so-

phisticated neural network architectures such 

as transformers, attention mechanisms, and 

recurrent neural networks, which have 

demonstrated remarkable success in tasks like 

language modeling, sentiment analysis, and 

machine translation. Additionally, there is a 

growing emphasis on domain-specific adapta-

tions of ML models for diverse applications, 

including healthcare, finance, and cybersecu-

rity. Challenges such as ethical considera-

tions, interpretability, and the need for more 

robust and explainable models are actively 

discussed, highlighting the evolving land-

scape and the continuous pursuit of refining 

ML and NLP techniques for broader and more 

impactful applications. Notably, Devlin et al. 

[11] have shown that significantly accurate re-

sults can be achieved by pre-training models 

on large-scale machines for various NLP 

tasks. This implies an unsupervised training 

initial stage for learning general language rep-

resentations and patterns, prior to the actual 

supervised training main stage. In addition to 

advancements in NLP, ML and DL techniques 

have significantly impacted vocal recognition 

specifically, an area explored in various aca-

demic works. Lample and Conneau [12] show 

that it is possible to attain multilanguage 

recognition by performing cross-lingual pre-

training beforehand. Malik et al. [13] describe 

automatic speech recognition through various 

ML techniques, offering insights into the evo-

lution and future directions of speech recogni-

tion systems. Soares et al. [14] use a support-

vector-machine and random-forest classifier 

to determine the presence of queen bees in 

hives based on audio samples out of which 

MFCCs are extracted. Siyad and George [15] 

compare the effectiveness of random forests 

and that of kNN for identifying spoken Indian 

language using MFCCs and vowel onset 

points. Utilizing MFCCs feature extraction, 

Jayadi et al. [16] find the kNN technique to be 

a reliable classifier (80% accuracy) for identi-

fying flu based on cough sounds. Arpitha, 

Madhumathi, and Balaji [17] make use of 

kNN and support vector machines for analyz-

ing the spectrogram of an ECG signal con-

verted into acoustic series using MFCCs and 

calculating the obtained mean values. Further-

more, Lahmiri et al. [18] analyzed the cry of 

newborn babies through various methods, in-

cluding MFCC feature extraction, and used 

the obtained coefficients to classify health-re-

lated issues through the kNN technique and 

support vector machines. Speaker identifica-

tion was performed by Yerramreddy et al. [19] 

using the spectral features extracted from 

MFCCs and comparing the efficacy of multi-

ple classifier models, including kNN. The use 

of both kNN and the spectral features ex-

tracted by calculating the MFCCs shows po-

tential for good results in a multitude of audio 

sample classifying tasks.  

This paper aims to explore the effectiveness of 

applying the kNN method with different lev-

els of k to identify the spoken digits in the Au-

dioMNIST database by making use of 

MFCCs. The values of k range from 1 to 13 

and the code is written in Python 3.10, making 

use of well-known libraries in the field. 

Firstly, the dataset and the working method 

are described in detail. Subsequently, the ac-

curacy of each scenario is calculated, and the 

results are displayed through a comparative 

overview to identify the best predictive con-

figuration. Moreover, the outcome and its es-

sential characteristics are discussed in an en-

suing section. Lastly, conclusions are formed 

and provided succinctly. 

 

2 Materials and Methods 

The proposed methodology was applied to a 

30,000 audio recordings dataset. The Audi-

oMNIST contains samples of spoken digits 

from 0 to 9 of 60 different speakers [20]. Each 

.wav file was processed and depending on its 

inclusion in the training or prediction subset, 

was labeled or had its label predicted, respec-

tively. Other than the spoken digit no 

metadata or otherwise easily identifiable as-

pect of the recordings was used, such as accent 

of the speaker, gender of the speaker, age of 
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the speaker, or recording room. All audio 

samples were pooled together and used as 

originally found in the dataset, without any 

cropping or enhancements applied to the au-

dio signals. 

Each of the 30,000 audio recordings was pro-

cessed as follows, in the stages preliminary to 

applying the kNN algorithm: 

1. Each .wav file was first read into the sys-

tem using the SciPy library and the respec-

tive sample rate and amplitude were stored 

per recording. 

2. The MFCCs were extracted for each audio 

file using the found parameters in the pre-

vious step and setting the FFT number to 

1200. 

3. All the obtained coefficients were then 

saved in plain .txt files. 

Similar to Yusuf and Hidayat [21], the ex-

tracted MFCCs were the standard 13 filters. 

The process can be shortly explained as fol-

lows: 

1. The audio signal undergoes pre-emphasis 

to enhance high-frequency components, 

followed by segmentation into short 

frames with overlapping intervals. 

2. Each frame is multiplied by a windowing 

function to reduce spectral leakage and 

frame boundary artifacts. 

3. Fast Fourier Transform (FFT) is applied to 

obtain the power spectrum of each frame. 

4. The power spectrum is passed through a 

Mel filterbank, which simulates human 

auditory perception by grouping spectral 

energy into overlapping triangular filters 

on the Mel scale. 

5. The logarithm of the filterbank energies is 

computed to approximate the non-linear 

response of the human ear. 

6. Discrete Cosine Transform (DCT) is ap-

plied to the log filterbank energies to sep-

arate the coefficients and reduce dimen-

sionality. 

7. The subset of the first 13 DCT coefficients 

is retained as MFCC features, capturing 

the most relevant spectral information. 

The obtained processed data is now composed 

of 30,000 data points in a multi-dimensional 

space represented by the mean values of each 

of the 13 feature vectors. It is now possible to 

use the kNN algorithm to perform the classi-

fication task. The kNN method is one of the 

most commonly used ML techniques devel-

oped to perform both classification and re-

gression tasks. Its popularity is mainly due to 

the ease of interpretation and the low com-

plexity. The idea underlying the kNN algo-

rithm is that similar data points usually pro-

duce similar outcomes (labels or continuous 

values), that is similarity means closeness 

[22]. The closeness degree can be expressed 

in many ways, using distance metrics. In the 

case of continuous variables, the algorithm 

usually computes Euclidian distances to eval-

uate and classify data points. Alternatively, 

one can use many other distance functions, 

such as Minkowski distance, Manhattan dis-

tance, Chebyshev measure, cosine transform, 

and so on.  For categorical variables, the most 

commonly used choice is the Hamming dis-

tance [23]. The kNN algorithm that solves the 

classification problem is briefly described as 

follows. We denote by ℵ = {𝑥1, 𝑥2, … , 𝑥𝑛} the 

training dataset and let 𝑥𝑛𝑒𝑤 be the input data. 

Each sample belonging to ℵ is assigned to a 

known class label and 𝑥𝑛𝑒𝑤 is going to be la-

beled by the following procedure. 

 

Step 1. Initialize k, the number of elements 

(neighbors) considered for classification 

Step 2. For each 𝑥𝑖 ∈ ℵ compute 𝐷𝑖 =
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥𝑖 , 𝑥𝑛𝑒𝑤) 

Step 3. Sort ℵ ascending based on 
{𝐷1, 𝐷2, … , 𝐷𝑛} and get ℵ𝑛𝑒𝑤

𝑠𝑜𝑟𝑡 

Step 4. Select the first k elements of ℵ𝑛𝑒𝑤
𝑠𝑜𝑟𝑡, 

ℵ𝑛𝑒𝑤
𝑘 , and get the most frequent class assigned 

to the data points in ℵ𝑛𝑒𝑤
𝑘  

Note that the accuracy of kNN essentially de-

pends on k.  

 

For this work, the distance between any two 

points i and j with coordinates vi1-13 and vj1-13, 

can be computed using the Euclidean dis-

tance: 
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𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗 =  ∑ (𝑣𝑖𝑛𝑜 − 𝑣𝑗𝑛𝑜)2

13

𝑛𝑜=1

 

 

The lower the obtained distance, the higher 

the potential similarity between the two data 

points.  

The dataset was split into different propor-

tions for training and testing. The first config-

uration consisted of the proportions: 70% of 

the data used for training and 30% of the data 

used for testing, resulting in 21.000 and 9.000 

samples, respectively. The second configura-

tion had a larger base used for training, 

namely 24.000 samples or 80% of the total, 

and the rest were used for testing. To preserve 

the generality character of the study, each of 

the multiple simulations per k-level ran with 

randomized selections of the audio samples to 

be included in the training and testing sets. 

This was the applied procedure for all runs, ir-

respective of their number or k level, leading 

to complete independence between any two 

runs and any two k-levels.  

 

3 Results 

For each k-level configuration, the simula-

tions consisted of 50 runs, at the end of which 

the accuracy was calculated using the for-

mula: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑙𝑎𝑏𝑒𝑙𝑙𝑒𝑑

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 𝑖𝑛 𝑡𝑒𝑠𝑡 𝑠𝑒𝑡
 (%) 

 

The obtained statistics for the 70%-30% con-

figuration according to the ANOVA test can 

be seen in Figure 1. 

 

 
Fig. 1. The ANOVA results table of the simulations at 70%-30% training-to-test split. 

 

The function above computes the p-value for 

a balanced one-way analysis of variance 

(ANOVA) and provides relevant statistical 

outputs. It assesses the null hypothesis that the 

samples in y are drawn from populations with 

identical means, contrasting with the alterna-

tive hypothesis suggesting differences in pop-

ulation means. This evaluation is fundamental 

in discerning potential variations among the 

groups under study. The ANOVA table, gen-

erated alongside the p-value, offers insights 

into the partitioning of variance, delineating 

between-group variation (Columns) and 

within-group variation (Error). Notable com-

ponents within the ANOVA table include the 

sum of squares (SS) and the degrees of free-

dom (df). The total degrees of freedom is de-

rived from the total number of observations 

minus one. Furthermore, the degrees of free-

dom for between-groups and within-groups 

are computed as the number of groups minus 

one and the difference between total and be-

tween-groups degrees of freedom, respec-

tively. These metrics aid in dissecting the 

sources of variance within the dataset, facili-

tating informed interpretations of group dif-

ferences. The mean squared error (MS) repre-

sents the variance within each source of vari-

ation and is calculated as the SS divided by df. 

The F-statistic, derived from the ratio of mean 

squared errors, serves as a measure to assess 

the significance of differences among group 

means. The p-value associated with the F-sta-

tistic indicates the probability of observing a 

test statistic greater than or equal to the com-

puted value under the null hypothesis. A low 
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p-value suggests statistical significance, im-

plying substantial disparities among column 

means. Furthermore, the obtained accuracies 

for each level of the parameter k for the 70%-

30% configuration can be viewed in Figure 2.  

 

 
Fig. 2. Box-plot graph displaying the obtained accuracy for each k parameter at 70%-30% 

training-to-test split. 

 

Overall, a consistent tendency emerges as a 

pattern, placing the k=3 level as slightly more 

accurate than the rest, however, overtaken by 

the k=5 when solely considering the mean ac-

curacy values. The length of the box plots has 

only slight differences, showcasing that the 

distributions of the predictions are somewhat 

similar. In addition, the occasional outliers do 

not go very far away from the extremes of the 

box plots, and their very few numbers show 

consistency in the model. The exact mean val-

ues of accuracy can be seen in Table 1. 

 

Table 1. The mean values of accuracy for each k-level at 70%-30% training-to-test split. 

1 2 3 4 5 

95.645% 94.940% 96.194% 96.069% 96.200% 

6 7 8 9 10 

96.061% 96.167% 96.022% 96.078% 95.962% 

11 12 13     

95.937% 95.923% 95.843%     

 

Although the mean of k=5 is higher than k=3, it is only slightly so by 0.006%. Moreover, given 

that the latter had achieved few cases with higher accuracy, it is worth pinpointing both as 



10  Informatica Economică vol. 28, no. 2/2024 

 

favorable parameters. The obtained statistics for the 80%-20% configuration according to the 

ANOVA test can be seen in Figure 3. 

 

 
Fig. 3. The ANOVA results table of the simulations at 80%-20% training-to-test split. 

 

In terms of statistical relevance, the tables 

show that both formats for training and test-

ing, either 70-30 or 80-20, gain significant rel-

evance as the obtained means show a high 

degree of independence. The obtained accura-

cies for each level of the parameter k for the 

80%-20% configuration can be viewed in Fig-

ure 4.  

 

 
Fig. 4. Box-plot graph displaying the obtained accuracy for each k parameter at 80%-20% 

training-to-test split. 

 

Similarly to the 70%-30%, it becomes obvi-

ous from the graph that the k=3 and k=5 pa-

rameters gained the most accuracy for their 

models. However, the latter of the two seems 

to have both a higher mean, and a slightly 

higher extreme for its top end. This would 

place k=5 case as more favorable the higher 

the percentage allocated to training data. The 

outliers are few in number, and the length of 

the boxplots kept a somewhat similar extent. 

The case k=7 would seem to also have high 

accuracy, with respect to the k=3 case, closely 
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followed by k=6 case. The k=2 case has once 

again achieved the lowest accuracy, followed 

by k=1. However, as expected, due to the 

more training data, the overall accuracies ob-

tained in this run were slightly higher than in 

the 70%-30% one. 

 

Table 2. The mean values of accuracy for each k-level at 80%-20% training-to-test split. 

1 2 3 4 5 

95.822% 95.131% 96.344% 96.260% 96.504% 

6 7 8 9 10 

96.334% 96.350% 96.328% 96.300% 96.255% 

11 12 13     

96.117% 96.111% 96.120%     

 

In terms of means, the case k=5 has remained 

the one with the highest accuracy in the 80%-

20% training to test percentage split. Alt-

hough at a higher difference than before, the 

k=3 case is also one of the top models, having 

been overtaken slightly only by the k=7 case. 

All the obtained prediction accuracy means 

surpass the 95% mark, with k=2 case being 

the lowest at 95.131%. 

 

4 Discussion 

Both levels of training and testing show very 

high accuracies for k=3 and k=5 methods. Ad-

ditionally, the same hierarchy pattern holds 

for both formats applied, where the case of 

k=2 attains the lowest accuracy. However, it 

must be noted that all the accuracies presented 

in the graphs revolve around the 95% mark, 

which implies very accurate predictions even 

for the k=2 case. It must be noted that using 

the kNN method for prediction may have cer-

tain subtleties that could affect the accuracies 

to have been this high: one is that a data label 

will be picked no matter the Euclidean dis-

tance calculated, irrespective of it being just 

too far away from the other data points. In 

contrast, it is important to note that the kNN 

technique is one of the most reliable methods 

to use for incorporating the multidimensional-

ity of the datasets. 

The cases k=3 and k=5 have been selected for 

further analysis given their presence in the top 

ranking in both training-test scenarios. As 

such, additional testing had been performed in 

order to see which predicted digit had most 

benefit in terms of accuracy for either of the 

training – testing variants, 70%-30% and 

80%-20%, with the results following in Fig-

ure 5.

 

 
Fig. 5. The ANOVA results table of the simulations at 70%-30% training-to-test split. (Left) 

k=3. (Right) k=5. 

 

The results of the ANOVA tests show similar 

results for both the k=3 parameter model and 

k=5. The low p-values obtained confirm that 

the obtained results among the spoken digits 

display a high degree of independence, at a 

very elevated statistical significance level. 
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Fig. 6. Box-plot graph displaying the obtained accuracy for each k parameter at 70%-30% 

training-to-test split. (Left) k=3. (Right) k=5. 

 

When viewing Figure 6, the boxplots in both 

cases show that digit “7” had the highest pre-

diction success, with a very high accuracy ra-

tio. Moreover, the mean being higher than 

99% would imply that the particularities of 

pronouncing this specific digit make it much 

easier to recognize through the MFCC-param-

eterized kNN method used. Although all dig-

its obtained an accuracy mean higher than 

90% at the 70%-30% training level, the digits 

“6” and “5” had higher than 98% accuracy in 

both k=3 and k=5 cases, ranked in this order. 

The overall ranking according to the accuracy 

means is kept in both the left boxplot and the 

right one, which means that the changing of 

the k parameter does not affect the correlation 

between digits, however, the k=5 parameter-

ized-model displays slightly better accuracies 

overall. 

 

 
Fig. 7. The ANOVA results table of the simulations at 80%-20% training-to-test split. (Left) 

k=3. (Right) k=5. 

 

For the 80%-20% training-to-test percentage 

split ratio, the ANOVA tests confirm the 

validity of the independence of the obtained 

results in both cases of k=3 and k=5. 

 

 
Fig. 8. Box-plot graph displaying the obtained accuracy for each k parameter at 80%-20% 
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training-to-test split. (Left) k=3. (Right) k=5. 

 

The boxplots for the prediction model using 

80%-20% data split maintain the same pattern 

in terms of ranking as those for the 70%-30% 

cases. Digits “7”, “6” and “5” top the ranking, 

in this order, with similar accuracy means as 

before. Likewise, no digit falls below the 90% 

prediction success mean, while the k=5 pa-

rameter once again seems to obtain better re-

sults than the k=3 parameter, more evidently 

so than before. As expected, the overall ob-

tained accuracies are only slightly better for 

the 80%-20% vs 70%-30% dataset splits. 

Given that the k=5 parameter seems to have 

the highest accuracy in all tests and is closely 

followed by k=3, a closer comparison be-

tween k=3 and k=5 is shown in Figure 10 to 

give a final recommendation in between the 

two. 

 

 
Fig. 9. The ANOVA results table of the simulations. (Left) at 70%-30% training-to-test split 

(Right) at 80%-20% training-to-test split. 

 

Given that only two means were analyzed, the 

ANOVA test results do reflect less independ-

ence or statistically significant differences be-

tween the two means of the k=3 and k=5 

groups. In the 70%-30% training-to-test split 

scenario, the F-statistic shows a variance ratio 

of 2.86 and a p-value of 0.0941. This would 

imply statistically independent means at 90% 

statistical significance, which can be deemed 

satisfactory given the reduced analyzed da-

taset. However, at the 80%-20% training-to-

test split scenario, the F-statistic shows a very 

small variance ratio of 0.25 with a very high 

p-value of 0.615. This comes as expected, as 

there is even less data available for testing in 

the 20% category. 

 

 
Fig. 10. Box-plot graph displaying the obtained accuracy for each k parameter. (Left) at 70%-

30% training-to-test split. (Right) at 80%-20% training-to-test split. 

 

Certain characteristics of the dataset may be 

of particular interest when analyzing the data 

through machine learning or deep learning 

techniques. The most obvious is that different 

speakers take different times to pronounce the 

same digit, and even more so, may themselves 

vary their speech time for different recordings 

of the same digit. Additionally, the starting 

points in time of consistent or adequate signal 

data may also vary, as do the ending point in 
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time, as the recording may not have a sudden 

cut. 

 

5 Conclusions 

In this study, the application of the k-nearest-

neighbor technique was explored in the do-

main of speech recognition, utilizing the Au-

dioMNIST dataset as a benchmark. Through 

extensive evaluations with varying training-

test splits and k parameter values, valuable in-

sights were gained into the effectiveness of 

kNN in recognizing spoken digits. The results 

revealed that kNN, when appropriately tuned 

with an optimal value of k=5, achieved com-

petitive accuracy rates across different train-

ing-to-test split configurations. Interestingly, 

digit "7" emerged as the easiest to predict 

among the ten spoken digits, highlighting po-

tential variations in recognition difficulty 

among classes. Moreover, the study under-

scored the significance of feature extraction 

techniques in enhancing model performance. 

By leveraging MFCCs, informative represen-

tations of audio samples were obtained, facil-

itating robust classification of spoken digits. 

The averaging of MFCCs over 25 ms frames 

with 10 ms overlap proved effective in captur-

ing essential spectral features with the 13 fil-

ters, contributing to the discriminative power 

of the kNN model. 

The study’s findings contribute to the growing 

body of literature on ML-based speech recog-

nition systems, providing valuable insights 

into the practical considerations and optimiza-

tion strategies when employing kNN algo-

rithms in this domain. Furthermore, this work 

demonstrates the importance of dataset selec-

tion, parameter tuning, and feature engineer-

ing in maximizing recognition accuracy and 

generalization capabilities. Moving forward, 

future research endeavors could explore the 

applicability of kNN in more complex speech 

recognition tasks, such as continuous speech 

recognition or speaker identification. Addi-

tionally, investigations into alternative dis-

tance metrics, neighborhood selection strate-

gies, and ensemble methods could further en-

hance the performance and robustness of 

kNN-based speech recognition systems. 

Overall, the results of this study highlight the 

promising potential of kNN algorithms in 

speech recognition applications and underline 

the importance of methodical experimentation 

and refinement in obtaining better prediction 

accuracy. 
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